
UNCLASSIFIED

AD NUMBER

LIMITATION CHANGES
TO:

FROM:

AUTHORITY

THIS PAGE IS UNCLASSIFIED

AD253273

Approved for public release; distribution is
unlimited.

Distribution authorized to U.S. Gov't. agencies
and their contractors;
Administrative/Operational Use; JAN 1961. Other
requests shall be referred to Air Force
Cambridge Research Laboratories, Bedford
Massachusetts.

AFCRL ltr, 3 Nov 1971



r aiBUOft--naBaiBwi»a«»"»,*»ii'"^i ■■«■ n - 

RepAoduced 

hf Ute 

ARMED SERVICES TECHNICAL INFORMATION AGENCY 
ARLINGTON HALL STATION 
ARLINGTON 12. VIRGINIA 

UNCLASSIFIED 



m^smms 

if i     ^^!^Ifr 

TC-J- 

-P 

^ 

. 

^     V 

; 
-^.^ 

I 

■ 

, 
i 

NOTICE:    When government or other drawings; speci- 
fications or other data are used for any purpose 
other than in connection with a definitely related 
government procurement operation, the U. S. 
Government thereby incurs no responsibility, nor any 
obligation vhatsoeverj and the fact that the Govern- 
ment may have fonmilated,  furnished, or in any way 
supplied the said drawings,  specifications, or other 
data is not to he regarded by implication or other- 
wise as in any manner licensing the holder or any .  
other person or corporation, or conveying any rights 
or permission to manufacture, use or sell any 
patented invention that may in any way be iv ."ted . 
thereto. 1r-' 

- 



■ 

AFCRT.^1 
Im 

. 

ft 
\, 

\§ J 
^ 

^ SYNTACTIC ANALYSIS IN 
'    AUTOMATIC TRANSLATION 

CO 

CD 

LU 
CD 
CD 

<C CO 
0:<C 

MURRAY E SHERRY 

^ 
v 

JANUARY  1961 

'," ",. 

ELECTRONICS RESEARCH DIRECTORATE *  « ™. . 

AIRTOfi^E-DAMBRiDGE RESEARCH LABORATORIES ' 5 

AIR FORCE RESEARCH DIVISION 

AI'R RESEARCH AND DEVELOPMENT COMMAND Z 
UNITED STATES   AIR FORCE 

BEDFORD MASSACHUSETTS 



■ 

t 

AFC?vL-l 

SYNTACTIC ANALYSES IN AUTOMATIC TRANSLATION 

Murray E. Sherry 

This report was originally published as Report 
NSF-5 on Mathematical Linguistics and Automatic 
Translation to the National Science Foundation 
by the Computation Laboratory of Harvard University, 

Project 5632 

Task 56325 

Jar.aary 1961 

Computer and Mathematical Sciences Laboratory 
Electronics Research Directorate 

Air Force Cambridge Research Laboratories 
Air Force Research Division (ARDC) 

United States Air Force 
Bedford, Massachusetts 



. . :-. -.   ■■ -. v- 

SYNTACTIC ANAITSIS IN AUTOMATIC TRANSLATION 

A thesis presented 

by 

Murray Elliot Sherry 

to 

The Division of Engineering and Applied Physics 

in partial fulfillment of the requirements 

for the degree of 

Doctor of Philosophy 

in the subject of 

Applied MathtJiatics 

Harvard University 

Cambridge, Massachusetts 

August 1960 



PREFACE 

1 

A new morphological word-by-word analysis technique and a new 

syntactic sentence-by-sentence analysis method applicable to the automatic 

translation of Russian to English are presented in this thesis. 

The writer is deeply indebted to Professoi« Anthony Oettlnger for his 
f 

inspiration and guidance, which greatly influenced the course of the work. 

He is also indebted to Professor Peter Calingaert and Dr. Vincent Giuliano 

for reading the manuscript and for valuable suggestions and criticisrr. The 

assistance and advice of other members of the staff of the Computation Labo- 

ratory, especially Stefanie von Susich, William Foust, David Isenberg, and 

Barbara Maggs, are gratefully acknowledged. The writer is also indebted to 

Professor Howard Aiken, who originally proposed the study of automatic 

translation at Harvard, for his continued support of this activity. The 

continued interest of Professors Joshua Whatmough and Roman Jakobson in 

the work of automatic translation is also appreciated. 

The present research, undertaken while the writer was on assignment 

at Harvard University from the United States Air Force, was supported in 

part by the National Science Foundation and the United States Air Force. 

The editorial work on this thesis was coordinated by Helen Sharrow 

and Joyce McDaniel. Eileen Seaward, Ema Bushek, and Joan Kelley typed the 

manuscript and many of the plates, and William Minty drew the figures. The 

photographic work was done by Paul Donaldson, Robert Burns, Louis Kloff, 

and Joseph Lewko assisted in the preparation of the negativeso To all these 
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SYNOPSIS. 

This thesis is concerned with a method for the syntactic 

analysis of Russian sentences. Applied to automatic translation, this 

method is divided into a morphological word-by-word phase and a 

syntactical sentence-by-sentence phase. 

An idealized canonical stem dictionary is presented, and its 

significant lexicographic properties are pointed out. This idealized 

dictionary then serves as a basis for evaluating the actual Harvard 

Automatic Dictionary. Aspects of morphological analysis of the Russian 

language and the series of programs written to carry it out are described. 

To explain the practical problems encountered in an experimental syntactic 

analysis program, of which a detailed description is given, a new model of 

natural language is introduced. A more detailed outline of this thesis is 

given in Chapter 1. 

The idealised canonical stem dictionary, the method of morphological 

analysis of Russian, the construction of the new model of natural 

language and substantial aspects of the realization of an operating 

experimental syntactic analysis program represenb efforts of the 

writer.  . .. 

xv 
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SIHTACTIC ANAIYSIS IN AUTOMATIC TRANSLATION 



a-i 

Ohapter 1 

INTRODUOTICN 
■ 

A block diagram of an idealized system for translating automatically 

between two languages is given in Fig. 1-1. The text in the source language 

is first transcribed onto some medium suitable for input to a high speed 

digital computei'« Next, the text is translated into the target language by 

an appropriate sequence of programs. Finally, the translated text is 

recorded onto a medium suitable for reading or reproduction. 

To prepare a text for processing by a digital computer, it is 

necessary to transcribe the text onto a magnetic tape or some equivalent 

medium. Ideally, transcription should be performed by a print-reading 

machine capable of identifying the various types of letters found on a 

printed page. At present, the texts which are used for experimental pur- 

poses are laboriously typed either onto punched cards or directly onto 

paper or magnetic tape. At the other end of the process, the output of 

the computer program can be reproduced singly or in multiple quantities by 

a number of saitisfactory processes. If the recognition of diagrams and 

pictures is desired, further complications arise at the transcription and 

the recording steps. 

The process of translating a text, as carried out on a digital computer, 

can be subdivided into four phases: dictionaiy lookup, syntactic analysis, 

semantic analysis, and target language synthesis. To look up the words of 

the source language, a bilingual dictionary, a sequence of programs to 

control the operation of the dictionary, and a set of programs for correct- 

ing and updating the dictionary are necessary. The grammatical roles of the 
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source language words, which are functions of both the lexical characteris- 

tics of the individual words and the relationships among the words in a 

sentence, are determined by the syntactic analysis. In general, more than 

one target language correspondent is stored in the dictionary entry of a 

source language word, since the source language word can take on different 

meanings when used in different contexts. The appropriate meaning of 

each source language word in its given context is selected by the semantic 

analysis of the syntactically analyzed text. Finally, the target language 

correspondents are inflected, rearranged, and appropriate words such as 

prepositions and articles are added where required. 

As an example of the complete process, consider the Russian to 

English translation of the sentence: Pacnafl Kaacfloro aTowa npoücxoAMT 

ijraoBeHHo, noÄOÖHO BapaBy, Possible English correspondents of the Russian 

words in a Russian-English dictionaiy are given in Table 1-1. The analysis 

of the sentence that will now be described is idealized, although some 

sections of the analysis are already in operation and will be discussed 

in this thesis. An analysis of the individual words, barred on their 

lexical characteristics, is given in Table 1-2. 

A syntactic study of the sentence would result in the following 

analysis, Pacna^. is nominative since it is the subject of the sentence. 

Kas^oro is used adjectivally in the genitive possessive noun phrase 

KSJX&ovo aTorn . IIpoMOxoflOT is the predicate head and MTHoeeHHo is an adverb 

modifying the verb. IIofloÖHO sspHBy is an adverbial phrase that modifies 

the verb. 



l~h 

pacnaA disintegration, decanposition 

KaÄ^oro of each (one), of every (one) 

aioua atom 

npOMOXOflHT happen, occur, take place, descend 

UTEOBeBHO Instantaneous, momentary 

nofloÖHO like, similar 

BSPHBy explosion, outburst, burst 

English Equivalents for Some Russian 
Words in a Russian-English Dictionary 

TABLE 1-1 

pacnafl Either nominative or accusative singular, masculine 
noun. 

Ka^oro Pronoun used adjectively or nominally, either 
genitive singular and either masculine or neuter, 
or accusative singular masculine. 

aTOJia Genitive singular masculine noon. 

npoMOxoflWT      Third person singular, present tenseJ, indicativ© 
verb. 

.i Adverb that can be used as a predicate in place of 
a verb. 

no^oÖBO Adverb that can be used as a pradicat© in place of 
a verb. 

BspHBy Dative singular masculine noun. 

¥ord-by-¥ord Analysis of the Sample Sentence 

US 1-2 
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The next phase would select the appropriate English correspondents, 

"Disintegration" would be selected for paonafl, "instantaneous" for 

MTHOBeHEO, "like" for nofloöno, and "explosion" for Bapsasy. Either alterna- 

tive could be used for Ka^oro and any of the first three alternatives 

for npoMoxoflMT. 

Three of the English equivalents would be inflected. Since Ka«aoro 

is used adjectivally, the correspondent would be "of each" rather than "of 

each one". An "s" would be added to an English verb such as "happens" for 
■ 

"happen". Finally, a "ly" would be added to "instantaneous" to indicate 

the adverbial usage. The English translation would then be: 

"Disintegration of each atom happens instantaneously, like explosion." 

The translation would be complete if the English articles were included: 

"The disintegration of each atom happens instantaneously, 

like an explosion." 

The thasis is chiefly concerned with the second of the four pro- 

cesses of Pig. 1-1. The ability to carry out the experimental analysis is 

predicated on the existence of an automatic Russian-English dictionary and 

its associated controlling routines. In this discussion syntactic analysis 

will include both the morphological word-by-word analysis and the sentence- 

by-sentence analysis described in the previous example. 

The method for producing the morphological analysis can vary over a 

wide range and is mainly a function of the type of dictionary used. In a 

f 
full paradigm dictionaiy', which has a unique entry for every inflected 

' The set of all inflected forms for a given word is called the paradigm 
of the word. 
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word .form, it is possible to store all the known syntactic information per- 

tinent to each word form directly in the dictionary and read it out when- 

ever the given form is looked up in the dictionary. An alternative is 

to store a segment of a word form common to all the paradigmatic forms 

of the word rather than the whole word form. A single dictionary entry 

can then represent the entire paradigm. Such a dictionary requires much 

less storage space than a full paradigm dictionary because, as Giuliano 

I 
has indicated, there is an average of about ten word forms within a 

Russian paradigm. So long as large-scale storage devices remain extremely 

expensive to acquire and operate, the latter alternative will seem more 

attractive. 

Since the Harvard Automatic Dictionary, which is a compromise be- 

tween the two extremes, is a result of the cumulative efforts of a number 

of investigators over several years, it has become difficult to isolate 

the essential features of the system from the pieces that have been incor- 

porated to make up for previously encountered shortcomings. An idealized 

canonical stem dictionary is presented in Chapter 2 to point out, on the 

one hand, the significant lexicographic details of such a dictionary and to 

provide, on the other hand, a basis for comparing actual dictionaries and 

particularly, for evaluating the actual Harvard Automatic Dictionary, The 

idealized dictionary is described in a mathematical notation in an attempt to 

ascribe clearly defined characteristics to it. Included in this chapter is a 

method for the construction of the dictionary and of the individual entries, as 

well as a method for the morphological analysis of text words. 

The author is indebted to D. ¥„ Davies of the National Physical 

Laboratory, England, for comments which provided a point of departure for 

the investigation reported in Chapter 2. Mr, Davies visited Cambridge, 
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Massachusetts, in December, 1959, after he and his staff had studied the 

previous publications of the Harvard project. To store grammatical informa- 

tion in dictionary entries, Mr. Davies outlined a scheme which is approximately 

the same as the "entry function vector". 
■ 

■ 

Whereas in a full paradigm dictionary the individual dictionary 
i 

entries can be preceded with all the grammatical information relevant to 

each inflected form, this approach is impossible when a stem dictionary is 

b       used. Some of the grammatical information in a Russian-English dictionary, 

such as case and number, is dependent on the word endings. It is therefore 

necessary to analyze the endings and stem dictionary entries after the look- 

up process. As many ambiguities as possible are resolved on a word-by- 

word basis to reduce the burden placed on the more complex sentence-by- 

sentence syntactic analysis which follows the morphological analysis. 

The problems involved in the word-by-word analysis are discussed in Chapter 

3 and the analysis programs are presented there. In addition, several other 

programs that have been written to patch the existing dictionary are 

included .in this chapter. The output of these programs is identical with 

the output of the idealized dictionary described in Chapter 2, although 

the processes differ greatly in detail. 

The method of predictive syntactic analysis is based on the empirical 

technique for the syntactic analysis of Russian devised by I. Rhodes of the 

U.S. National Bureau of Standards. The author had the privilege of being 

introduced to this technique while working with Mrs, Rhodes during the 

summer of 1959. The technique is based on the premise that many Russian 

sentences can be analyzed on a left-to-right pass, scanning each word of 
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the sentence once aiiö in order. The gyntactic role of a word in a sentence 

can be determined from the syntactic roles of the words preceding it. More- 

over, on the basis of the analyzed word, it is possible to make further 

predictions about the syntactic roles of the words which can follow. The 

predictions are stored in a prediction pool, an approximation to a simple 

pushdown store, that is, a linear array of storage devices in which informa- 

tion is entered and removed from one end only according to a "last-in-first- 

out" technique. 

In an effort to explain the practical problems arising in the predic- 

tive analysis of natural languages, a model of natural language has been 

developed in Chapter ii. The algorithms which operate on the model language 

show the essential usefulness of the fundamental concepts of the predictive 

analysis technique. 

An experimental program now in operation for the syntactic analysis 

of Russian sentences is described in detail in Chapter 5. The aspects of 

Russian grammar which have been coded in the experimental predictive 

syntactic analysis program are discussed, and examples are given of both 

successful and unsuccessful attempts at analysis. 

One implication of the model is that a single pass of a sentence 

through a predictive analysis program does not yield a successful syntactic 

analysis in all cases. It will be necessary to provide for supplementary 

passes to correct errors discovered in the initial pass. Many of the 

errors are easily detected and a scheme for the systematic correction of 

the errors on subsequent passes seems promising. 
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When discussing a subject such as syntactic analysis, it is Important 

■ 

to distinguish among the use, mention^ and representation of a word. 

Conventionally, a word is used to specify a distinct object, a certain 

action, etc. But when the word itself is the subject of discussion, its 

mention facilitates the treatment of the word as an abstract entity, while 

the representation of a word permits the individual characters to be 
■ 

considered as separate entities. The problem of distinguishing the use, 

mention, and representation of signs is illustrated by the following 
2 

examples utilizing Oettinger's convention. 

Boston is a city.    (Use) 

Boston   is an English word,    (Mention) - . * 

"Boston" is the conventionally spelled representation of Boston' 

The asterisk is added to the underscore to denote mention, as distinct from 

an underscore used alone merely for emphasis. 

This notation will be used only when required for the sake of 

clarity. In Chapters 2 and 3, in particular, it will be used liberally, 
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CHAPTER 2 

AN IDEALIZED CANONICAL STEM DICTIONARY 

1. Introduction 

In the field of data processing in general, the description of 

complex systems presents difficult problems. In particular, it has 

proved difficult to describe with sufficient detail and accuracy the 

operation of nonnumerical systems. Numerical work can be set forth in 

mathematical notation, so that it is not necessary to rely on detailed 

programs to describe the procedures involved. Nonnumerical problems 

such as automatic translation have similar details, but there is no 

universal notation for the processes involved or the entities to be 

manipulated. Tön. general, the procedure has been either to outline 

processes with flowcharts of increasing complexity, cr to give all the 

details with the operating program itself. However, such a complete 

description makes the process unintelligible. In particular, this has 

been the case with automatic translation where it is extremely difficult 

to design, comprehend, and evaluate such systems. 

Recently Iverson has devised a technique of notation that shows 

some promise of coping with the descriptive problems (Appendix A). One of 

its striking merits is that it is independent of the characteristics of 

specific computing machines, and once mastered is of sufficient generality 

to describe a variety of processes. It seems desirable to formulate a 

general process of dictionary compilation and operation in terms cf this 

notation. 
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In this chapter, an idealized canonical dictionary system is presented 

for the purpose of outlining the essential features of any such eysteia. 

Besides putting into perspective the essential lexicographic problems of 

translation, this exposition provides a frame of reference against which the 

Harvard Automatic Dictionary and other automatic dictionaries can bo compared. 

A number of basic terms are considered in the following paragraphs. 

A canonical dictionary is one in which the canonical form of a word, such 

as the nominative singular of a noun or the infinitive of a verb, is used 

as the basic source of the dictionary entry (or entries) necessary to 

represent all the possible inflected forms of the word. In contrast, a 

dictionary in which the entries are directly generated from text occurrences 

would not be a canonical dictionary, since any form of a word could occur 

in a text. Different types of canonical dictionaries are possible. For 

example, the ordinary dictionary in which the canonical form itself is 

listed is a canonical dictionary. A second type is a canonical stem 

dictionary which lists only the stems of the inflected forms, which in 

turn are obtained from a canonical forme A canonical stem dictionary, to 

which all further discussion in this chapter will be restricted, is useful 

only insofar as the number of dictionary entries per word, which averages 

about ten in a Russian full paradigm dictionary (that is, a dictionary 
■ ■■IHM ■! IIMHMniillllMWIIIIWIlMl«! ———MMW—XW—Ifc        * ' v 

containing every distinct Inflected form of a word), can be minimized. 

The grammatical attributes of a word can be divided into both 

lexical attributes and g^mtectjlc. atÜiTihuteg; the former are determined by 

examining individual words, while the latter can be determined only by 

examining the words in context« In a highly inflected language such as 

Russian, many of the grammatical attributes are lexical, while In a 
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relatively uninflected language like English, few of the grammatioal 

attributes are lexical and a correspondingly greater nufiher are syntactic. 

For example, the Russian noun orojia has lexical attributes of case, 

number, and gender, such that the noun is genitive, singular, and 

masculine. The English noun table from the equivalent of the table 

has only the lexical attributes of number and gender. The genitive case 

can be determined only by examining the context in which table is found. 

In the Russian language, the lexical attributes, which are a 

desired output of a dictionary, are determined by a set of letter 

combinations called desinences which occur at the ends of words. The 

desinences cannot be factored systematically as, for example, in the two 

forms "aTOM" and "axoMOM". In the former form the "OM" is part of the 

stem, while in the latter form the rightmost "oii*  is the desinence. It 

is possible to define an arbitrary sot of letter combinations, which will 

be called affixes, that closely parallel the set of desinences, so that if 

a word is considered as a string of letters, then the affixes can be 

factored systematically from the end of the string. The jigffi, is the 

string of letters which remains after the affix has been removed. 

The rest of this chapter is devoted to a discussion of the problems 

of compilation and operation of a canonical stem dictionary. The problems 

have been divided into three general areass 

(1) Since it is the set of affixes that is factored in the 

operation of a stem dictionary, the lexical attributes which are 

associated with the desinences must be associated with the affixes. In 

^c 2 a scheme is developed for determining the mapping of the desinences 

onto the affixes in order to associate the lexical attributes with the affixes. 
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(2) Frequently, the stems of two different words are Identical 

although the set of affixes associated with the individual stems do not 

intersect at all. A technique by which a list of the affixes anaociated 

with a given stem could be stored in the dictionary entry would reduce the 

nonessential ambiguity in the dictionary file (Sec. 3). Dictionary look-up 

would be simplified if this technique also provided for the storage of the 

lexical attributes that are associated with the affixes (as discussed in 

the previous paragraph). 

(3) The look-up process, which has to be repeated for every 

word looked up in the dictionary file (Sec. 4)> should be as simple as 

possible. A list of the lexical attributes of the text word should be 

Included in the output of the process. 

2. Reference Matrices 

It is convenient to list the lexical properties, such as case and 

number for nouns, relevant to the operation of an automatic dictionary before 

preparing a procedure for compilation or look-up. Since in a Russian stem 

dictionary the affix of a word is used to determine the lexical properties 

of the word, the list should consist of all the possible affixes and all the 

possible lexical attributes. A reference matrix is such a list (Fig. 2-1). 

One or more reference matrices can be used for an automatic stem dictionary 

of a given language, depending on the number of attributes and the 

separability of any of the sets of attributes into disjoint classes. 

For a Russian stem dictionary, three productive morphological types 

t (noun, adjective, and verb) have been chosen, and a reference matrix: hag 
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Ns Ns Ns As As IP IP Ip Pp PP 

# a 
1 

flX # a aw hm flMW ax m 

Reference Matrix for Noun Morphological Type 

Fig. 2-1 

been associated with each of these types. Although as many reference 

matrices as desired may be chosen, a desire for simplicity dictates a 

search for a natural decomposition of the set of Russian words into 

several sets of morphological types of words, in order to avoid 

encountering unnecessary complications, several of which will be Illustrated 

later. Similarly, any arbitrary set of affixes may be used, although the 

closer the set of affixes parallels the set of desinences, again, the fewer 

unnecessary complications will be encountered. 

A vector ^ of lexical attributes associated with a morphological 
—m 

type t is defined: for example, if t is a noun type; X = I X.,X0,,..,A. I, 

where each component of X is a unique lexical attribute such as nominative 

singular or genitive plural. The symbols t and X as well as the symbols 

that will be introduced in succeeding paragraphs are summarized in Table 2-1. 

A vector, each of whose components is one of the Russian desinences, 

and which includes every desinence once and only once, is designated S. 

Likewise, a vector, each of whose components is a Russian affix factored 

from a string of letters by an arbitrary algorithm, and which includes 

every affix once and only once, is designated a. The order of the 

components in the vectors b  and a is immaterial. The vector u (x) represents 

the lexical attributes (there may be more than one) in type t of an affix 
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Symbol Function 

X -m 

V 

F(x) 

n(x) 

h 
a w 

K 

A 

Desinence vector 

Affix vector 

Morphological typ© 

Lexical attributes of morphological type t m 

Lexical attributes of desinence or affix x 

Reference matrix 

V. - lexical attribute 

V^ - affix 

Auxiliary reference matrix 

V". - lexical attribute 

„*2 desinence 

Arbitrary factoring operation on word x 

Paradigm representation of word x 

Entry function vector 

Affix of word w 

Lexical attributes of word w 

Indices 

WuH formula 

Definition of Symbols 

TÄBLS 2-1 

f 
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or desinence x, thus, where "OM" and "a" are desinenoee, 3nom  ("oil") = 

[instrumental singular , while unoun ("a") 
a [nominative singular, 

genitive singular, accusative singular, nominative plural, accusative 

plural!. 

All the information known about a morphological type prior to the 

construction of a reference matrix can be summarized in the list of 

lexical attributes, the list of all possible affixes, the list of all 

possible desinences, and the set of vectors u (S.). However, since affixes 

an»1 H desinences are factored from words, a condensed representation of 

the set of vectors Uj-Cctj) is needed. The rest of this section is devoted 

to the problem of obtaining this condensed representation. 

For each lexical attribute of a given morphological type a two-row 

submatrix is constructed such that the components in the second row 

represent affixes that can signify the lexical attribute. Each component 

in the first row represents the lexical attribute itself (Fig. 2-2). 

Pp Pp 

ax flX 

Submatrix of the Lexical Attribute Prepositional 
Plural of the Noun Morphological Type 

Fig. 2-2 

The submatrices of all the lexical attributes are then joined to form the 

reference matrix (Fig« 2-1). The ordering of the Bubmatrioes must coincide 

with the ordering of the lexical attributes in X , but the ordering of the 

columns within each submatrix is immaterial. Each affix can occur no more 

than once in a submatrix, but can be repeated in any number of submatrices. 



2-8 

The operations necessary to construct a reference matrix from the affix 

vector, the desinence vector, the lexical attribute vector ^. and the set 

of vectors u (8.) are shown In Program 2-1 and explained In the following 

paragraphs. 

Prior to constructing the reference matrix V, It Is convenient to 
if, 

construct an auxiliary matrix V that resembles the reference matrix In form 

but whose second row Is a row of desinences Instead of affixes. The matrix 

V Is set to null In step 1. 

To Iterate over all the lexical attributes In X , an Index 1 Is 

Initialized in step 2 and decremented in step 3» A minor loop for each 

desinence is initialized in step 4.. Step 5 sets the logical vector £ to null^ 

and step 6 decrements the index j of the minor loop. 

In step 7, the component X  of X is treated as a vector of one 

component.  This component is mapped onto u (?>.), the lexical attributes of 

the component S. of S. Since X  has but one component, the resultant of the 

mapping is an integer. The logical reduction substitutes a "1B In the place 

of any integer other than "0", and the "1" or the "0" is left-adjoined to ja. 

This iterative process is repeated until every component of S has been scanned. 

For example, if X  = nom. sing.] and S. a "a", then u (S.) s 

nom. sing., gen. sing., accus. sing., nom. plur., accus. plur» 

H- u,n(<U "*"' X  » 1, and since 1 / 0, a "1" is left-adjoined to p. If 

^Throughout this and succeeding programs, a string of characters will be 
considered both as a one-component vector and as a vector with each 
character of the string a component of a vector. Thus^ u = [agreen18] is 
a one-component vector, but v a ["g", "r", "e11, "e", "n,!J is a five-component 
vector* It is also possible that the entire string will be but on® component 
of a vector in another contextj for example^ the three-component vector t = 
[»übe", »green», »leafj. 
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1 

2 

3 

5 

6 

7 

8 

9 

10 

11 

12 

13 

U 

15 

16 

17 

18 

19 

20 

21 

 > V*<—  A 

i<— 1] 1     '     =5 
r 1   '■ 

!   j<—v(S)r 

2<— A 

 >J f2 — I/h I*2             j 

 1 

V <-- A <  v <-- -A 

k *— -Kf)t 
k <— - kl 

/<-- •   "(a)! 

ß — A 

/ *2\ 
tv(Vk)/aAß 

Y  < (V^ 1 = ß)/S 

7*2  ,___ P(v^)/^2 

V    * Y,^ 

1 *1       1 
V   *—  v k 1>1 

Program for Constructing a Reference Matrix for a Morphological Type 

Program 2-1 

.. 
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X  = nora. plur. for the same 8., then ^ u (8.)-<—X  s Ky  but einoe 
nil   L J J        \.~'Mi.    j     ""IB, J 

45* 0, a "1" would still be left-adjoined to ja.    If 8, = "oil", thon 

^(8.) = [instr. sing.], /ifj^CS,)-*- Xm j = 0, and a "O" is left-adjoined 

to 2* 

The resultant logical vector £ of this iterative loop is of the 

dimension of 8 and has a "l" in each location corresponding to the 

components of 8 which could have the lexical attribute X  in t . 

In step 8, 8 is compressed by j?. The compressed subvector of 8 is 

I, 
left-adjoined to the second row of V . The components of the subvector are 

the desinences that have the lexical attributes X  in t , for instance; 

the subvector for the lexical attribute prepositional plural in the noun 

type would be ax,j=K (Fig. 2-2). A vector, each of whose components is 

X , and of the dimension of the desinence subvector, is left-adjoined to 
m. 

■*■ * 

the first row of V in step 9» 

This entire process is repeated until a submatrix has been adjoined 

to V for every lexical attribute in X   In the next sequence of steps, 

each desinence (column) in V -is replaced by a submatrix of affixes in V. 

Any of these affixes might be factored from a string of letters ending in 

the desinencej for example, the affixes "y", "eiiiy", or "OMy" might be 

factored from a string of letters ending in the desinence "y".  The 

arbitrary factoring operation used in this process is designated F(x), where 

x is the string of characters being factored, and a logical tail vector £ 

is defined as the result of the operation F on the string x, £ = F(x). The 

'"The factoring of the string "e^y" or "OMy" is an example of false factoring 
if the desinence is in fact "y" (Sec. 3-30). 
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v 
weight of the logical tail vector (j is equal to the dimension of the 

affix factored by P^ and the dimension of q is equal to the dimension of 

the original string of letters x. 

The reference matrix is set to null in step 10. An iterative 

process that will operate on each column of V is initialized in step U 

and the index k is decremented in step 12. 

A minor loop to scan a for each V jis initialized in step 13» 

The vector g is set t0 uull in step 14 and the index / is decremented in 

step 15» 

In step 16, the affix ay in a is considered a vector with the 

individual letters of the affix as components of the vector. This vector 

is compressed by a logical tail vector whose weight is equal to the 

*2 
dimension of the desinence V , which is also considered a vector with 

letters as components in this process. This step ensures compatibility 

between the elements of g and V . in the next step. Thus, if V  = "y" 

, *2 

and if a/ = "eMy", then i/(/j) = 1, t^ k^ = [o...Ol], and 

t *  /ay = "y11» The element adjoined to |3 has the same dimension as 

*2 
V ! . It should be noted that by the definition of a logical tail vector, 

*2 
if (r(t) > v{a.j)}  then a/remains unchanged, as in the case if V  = "ewy" 

(v*Z) 
and a/ = V where t^ V/aj = V. 

In step 17, the components of |3 are logically reduced by a vector 

each of whose components is V , » The resultant logical vector is used to 

compress cu The compressed vector j contains, as components, all the 

affixes that might be factored by the arbitrary factoring algorithm 

operating on a string of letters ending in the desinence V 
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If the dimension of v is zero (step 18), then no affix that is at 

least as long as the desinence represented by V , exists; and the desinence 

can be replaced only by an affix shorter than the desinence. The desinence 

is factored by F in step 19 and the resulting affix is substituted for the 

^2 
desinence in V k) after which the process returns to step 13« This path can 

be followed only once per V f, since ^ (y) ^0 in step 18 once the affix has 

been substituted for the desinence. 

If the dimension of v is not zero at step 18, then one or more affix, 

that might be factored by the algorithm when operating on a word ending in 

the desinence, has been found. The program transfers to step 20 and ^ is 

2 
left-adjoined to V . In step 21, a vector, each of whose components is 

*1 1 
V ,, and of the same dimension as j, is left-adjoined to V . 

The process of steps 12 to 21 is repeated for every desinence in V 

until the reference matrix V has been completely generated. 

As an illustration of the entire process of producing a reference 

matrix, a greatly simplified morphological type with only three lexical 

attributes, dative singular (Ds), prepositional singular (Ps), and 

instrumental plural (ip), will be considered. The range of desinences 

corresponding to these morphological types will also be limited. 

The step-by-step process is outlined in detail in Table 2-2 based on 

the following set of definitions; 

8 = 

a = 

aw, aww, e , M 

aw, aMM, e , Me, Kt 

V = IDS, PS, Ip 
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Step 
Other 

Conditions Result 

2 1 = 4 

;   4 J = 5 
7 

1    v 

i = 3, j = 4 

1 = 3, j = 3 

;     ([PB]<-[IP1) = 0, jo= [0] 
([DS,PB]*- [ip]) = 0, £ = [o,o] 

7 1 = 3, j = 2 ([ip]<-[ipl) = i, £= [i,o,o]    ! 
7 1= 3, j = 1 !   (A<-   [ipj) = 0, je= [0,1,0,0]     ; 

i     8 1 = 3 1    v*2 s [BMH] 

9 f^pp] 
7 i  3   2,    j   3   1 £ = [0,0,1,1] 

9 1 = 2 i      * _ [Ps Ps IP 1 
V   - L e   M atoij 

7 1 = 1,  j = 1 £=  [0,0,1,0] 

i     9 1 = 1 
* _ [Ds PS PS   Ip ' 

1   ~ [ e   e   M   aMM. 

i   n k= 5 

13 /=6 

16 k = A, / = 1 ß = TaM, SMM, e, we, M~| 

17 k = 4 (V^ = ß) = [0,1,0,0,0], V2=[aMH] 

|   18 V1 =  [Ip]                                                i 

16 k= 3, /= 1 ß = [M, K, e, e, K] 

1   18 
k = 3 (^k S ^ a [0,1,0,0,1] 

_  , [ Ps   Ps     Ip 1 

I l6   ! k = 2,   /= 1 ß = [M, H, e, e, M]                            i 

! .18 k = 2         j (V*2=£) = [3,0,1,1,0] 

7 = Ps Ps   Ps     Ps     Ip 1               | 
. e na    aMM   M       am.}               •. 

18 k= 1 y = 'Ds Ds Ps Ps   Ps     Ps    Ip' 
Le   we e   we   am   w.   ami 

Details in the Process of Producing a Reference Matrix 

TABLE 2-2 
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and for each desinenoe, 

\(M«) *  [ip], 
y«) a [us, Pfl], 

\M = [PS] . 

3. Dictionary Compilation 

Every stem of an inflected word is stored as a separate dictionary 

entry. Every dictionary entry will contain a list of the set of affixes 

that can occur with the stem and the lexical attributes associated with each 

affix. This information will be represented by a logical vector, the entry 

function vector £,  such that "far) = "(V). Every "1" in the entry function 

vector will correspond to the affix - lexical attribute pair of the 

corresponding column of the reference matrix. For instancej if a stem in 

the morphological class of Table 2-2 had the affix "e" in the dative singular, 

"M" in the prepositional singular, and "SMSJ" in the instrumental plural, then 

the entry function vector of that stem ^ = 1,0,0,0,0,1,1 

The compilation of a set of entry function vectors yk (there are k 

stems in the paradigm of a word) will now be considered» The reference 

matrix, the paradigm of the word, and an arbitrary factoring algorithm are 

necoasary initially for the compilation. 

The paradigm representation of an inflected word w, bslongiag to 

class c^ in morphological type t is denoted by the matrix D where KJO) s 2 

(Fig. 2-3), AH the relevant lexical attributes are listed in the first 

column and all the members of the paradigm of the word are listed in 
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eeoond oolumn of the matrix. Each row coneists of a single member of the 

paradigm and its asaooiated lexioal attribute. 

The process for obtaining the entry function vectors for a 

paradigm is described in Program 2-2. 

JKajoM ) = 

Ns aroM 
Gs atoua 
As a70u 
Ds aTOMy 
Is aroHon 
Ps aTOjyte 

Np BTOMH 
Gp aTOMOB 

Ap aTouu 

Dp aTouaM 

IP aTouasci 
Pp aTOUBX 

Paradigm Representation Matrix for ayoM 

Fig. 2-3 

Step 1 defines the paradigm representation, O , according to the 

rules of the class c. to which the word w belongs. In step 2, the 

arbitrary factoring algorithm F is applied to the second component of 

each row of D, each of these components being considered a vector. The 

resulting logical tail vector is the corresponding component of the column 

vector <£,    Figure 2-4- shows w for the paradigm representation of Fl^. 2-39 

using an arbitrary algorithm that factors the affixes? "CM", «a"s  "oiuy", 

S8@ns iijji.^ HOB", "aM", "aMMiij and riax«, among others. 

The second component of each row of U  is compressed by the inverse 

of the corresponding component of a., and the resultant components of 0 are 

components of the vector cr  in step 3' Each component is a stem ft-om the 

paradigm representation 0;  thus? using the same example^ 

JT = I BT, aroM, aT, aT| mou?  axoM, axoM, BTOM, aTOM, aTOM, &TOU}  aTOM . 
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2 

3 

5 

6 

7 

8 

9 

10 

11 

12 

n 

k 

k 

^k 

^ 

■v{tl/n€) 

[sVaVn')] 

M 
A 

[(^ = 2) //n]f 

1/(^)t 

j — n 

y* ^/ij 
xk<—[^ —ve)^o] 

a 
N > 

Program for Constructing Entry Function Vectors 
for an Inflected Word 

Program 2-2 

0011 
00001 
0011 
00111 
000011 
00001 
00001 
000011 
00001 
000011 
0000111 
000011 

(£ = F ( n aTQM 

Logical Column Vector Resulting from the Factoring 
of the Paradigm Sepresentation of flrcnf* 

Fig. 2-4. 
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The vector 7 is mapped onto itself in step k,  resulting in a 

permutation vector which in turn, is compared vdth the identity 

permutation vector ^j in the case of ayQK > the permutation vector 

n a (1,2,1,1,2,2,2,2,2,2,2,2) is obtained. The resultant logical vector 

is then used to compress £. The consequence of this operation is to 

determine the vector/o. derived from a by suppressing repeated components, 

such that each distinct stem of £_ is a component ofqj thus for aroM . 

£ = I a?, aTOMj. 

The index k is initialized in step 5 and decremented in step 6 

for the iterative process that will create k dictionary entries from the 

paradigm representation of w. 

In step 7, the vector j, which will be the entry function vector 

for the stem p,}  is set to all zeros. The dimension of jr, is the same 

as the row dimension of the reference matrix for the type t of the word 
m 

under consideration. 

In step 8, the components of a are logically reduced by a vector, 

each component of which is A . The columns of ii are compressed by the 

resultant logical vector, each remaining row of il becoming a column of VI/. 

The resultant subparadigm representation 4^ of w contains all the inflected 

forms of the paradigm representation that result in the stem p,   after being 

factored by the arbitrary algorithm. 

Once more considering the paradigm representation of aTOM , for 

the stem ''aT11, 

!    Ns     As     Ds    i 
4; (atr) =[. aTow arow aTOMyj, 
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while for the stem "axoM", 

GB'     IS 
f (aTOu) =   L aTowa arowu aroiffl aroMU aTOwos aroMti axoMaM aTowaMvi BTouax 

Gs'     Is       PB       Np Gp Ap Dp Ip Pp 1 
iiouaxj 

In step 9; the index j is initialized and then decremented in step 10 

for an iterative process on every component of the second row of the subparadlgm 

representation matrix ^ . 

In step 11, the arbitrary factoring algorithm operates on the 

inflected form ^ ., which is regarded as a vector with letters as components. 

The resultant logical vector then is used to compress y .| resulting in the 

replacement of the inflected form by its affix. This process is repeated for 

every inflected form in N^ , such that, in the example, 

[NsAsDs' 
XlaT; = [OM CM ouyj» 

and 

. .   .  I" Gs Is Ps Np Gp Ap Dp Ip Pp 1 
YUTOM) = [ a OM e U OB H BM am  ax J 

In step 12, every column of the reference matrix V is mapped onto 

the columns of the subparadigm representation matrix ^ , Thus for every 

column in V that also exists in SP there will be a "1" in the corresponding 

element of the logical vector %,. 

A technique for storing a mixed canonical stem and full paradigm- 

dictionary is suggested by the entry function vector. If, for a given word, 

a mark were entered in some extra register to indicate that the word is to 

be stored as a full paradigm, then the step cre<— t /U    could be substituted 

for steps 2 and 3 of Program 2-2 and an entry for every distinct inflected 

form of a paradigm would be generated. With this technique, the dictionary 

look-up process which will be described in the next section would not have 
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to be altered at all to look up words in the mixed stem and full paradigm 

dictionary. 

4.. Analysis of Inflected Words 

An entry in the idealized dictionary can be looked up by using the 

stem of the word as the key. Once a dictionary entry has been found, it 

is necessary to determine whether the affix factored from the text word 

can occur legitimately with the stem of the dictionary entry. If so, the 

lexical attributes (there may be more than one) of that affix are 

displayed in a condensed logical vector, the reduced lexical attribute 

vector, of the dimension of X . 

Once a dictionary entry has been found, it is necessary only to 

compare the affix of the text word with the list of all possible affixes 

that is stored in the form of the entry function vector (Program 2-3)» If 

the affix of the text word corresponds with one or more affixes on the list, 

the corresponding lexical attributes are displayed. 

1 —> i     r **— (cLJ. =I V4) y, i     -         x w-    -m^^k 

2 
=5 cr(r)    :   0 

3 X   *— (fuCr/r^-X )1 ^ o} —> 

U  > X ,-*— OEncompatible)  > 

Program for Determining Compatibility of Dictionary Entry 
and Compressing Lexical Attributes for Text Word 

Program 2-3 
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The whole second row of the reference matrix V of morphologloal 
-m 

type t is logically reduced in step 1 by a vector each component of which 

is the affix a . The resulting logical vector is intersected with the 

entry function vector £, which is stored in the dictionary entry. If the 

resultant logical vector has only zero components, the dictionary entry is 

incompatible with the text word, that is, the word represented by the 

dictionary entry is not the same word as the word encountered in the text. 

If the dictionary entry is compatible, the first row of the reference 

matrix is compressed by the logical vector r in step 2. The lexical 

attribute vector X is then mapped onto the compressed row of V. The 

resultant logical vector is the reduced lexical attribute vector, X . 
-w 

As an example, the simplified reference matrix of Sec. 2 and the 

subsequent entry function vector of Sec. 3 will be used: 

V = 
Ds Ds Ps Ps Ps   Ps Ip 
e   He e   vie aim K   aim 

Ik - [1,0,0,0,0,1,1J. 

If the affix "H©K is factored from a text word with a stem that results in 

the look-up of the entry with the entry function vector y, , then the logical 

2  r       i 
reduction (a « = X") = 0,1,0,1,0,0,01 and the intersection will result in 

V = [0,0,0,0,0,0,0 and the subsequent interpretation that the affix is 

incompatible with the stem of that dictionary entry. However, if the affix 

"awM" is factored, then (a^e = V^) = [o,0,0,0,1,0,l], r = [ 0,0,0,0,0,0,1 , 

after vMch r/V^ = [ip]» ^S^*-" ^.J = [o,0,l], X^ = [o,0,l], and the stem 

of the dictionary entry is compatible with the affix "aMM", 
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5• Summary 

The three programs described in this chapter constitute necessary 

steps for the compilation and operation of an idealized stem dictionary. 

Keeping in mind some constraints of practical data processing, the most 

complex set of instructions has been used for the creation of the 

reference matrices; a task that has to be performed relatively few times, 

while the simplest set of instructions has been used in the operation of 

the dictionary, the task that has to be performed most frequently. 

Although the dictionary described above is idealized, it is 

highly impractical. The necessary operations for dictionary compilation 

and for the analysis of dictionary entries are well defined, but too 

many machine words are necessary to store the reference matrices and the 

entry function vectors even on a binary machine where each bit is 

individually accessible. Many more than 100 bits are needed for each 

entry function vector, since a desinence often has more than one lexical 

attribute, each of which is represented by a bit in V , and the desinence 

is often replaced by several affixes. To operate a practical stem 

dictionary^ it is necessary to avoid using so much storage for each 

dictionary entry. In the next chapter, where the Harvard Automatic 

Dictionary will be described, several methods for reducing the storage 

requirements will be pointed out. 
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COPTER 3 

THE HAR?M) AOTOÜATIC DIGTIONARI - M OFERAIING CMONIGAL STM DICTIDHJfflT 

1.   Introduction 

An automatic dictionary is an essential component of an automatic 

translator.   A canonical stem dictionary, the Russian-to-English Haryard 

Automatic Dictionary^ has been put into operation over the last four ysars 

and is controlled by a comprehensive set of programs and routines.   Giuliano' 

and others * *^ have described the solutions to many of the problems related 

both to the compilation and modification of the dictionary file and to the 

look-up of words in the dictionary.   The solutions to the remaining problems 

of word-by-word analysis are considered in this chapter. 

The look-up of wordsr is effected by the Continuous Dictionary Bun. 

a set of programs which are executed continuously and in sequence (Fig. 3-1). 

A Russian text is copied onto a magnetic tape in a format similar to the 

original copy.   The itemize program organizes the format of the input text, 

placing each text word into an item of standard size.   The affixes are 

removed from the Russian words by the "inverse inflection algorithm" in the 

split program, and the items are sorted into alphabetic order with the 

remaining stem of the word as the primary key.   Each stem is then looked up 

in the dictionary and a complete dictionary entry is substituted for every 

word in the text.   At this point, each word is analyzed morphologically and 

the syntactic information thus obtained is inserted into the dictionary iteifu 

A- Included in the definition of a text word or a word of a sentet^ce will 
bs any punctuation mark, mathematical symbol, abbreviation, etc. 
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Continuous Dictionary Run 

Fig. 3-1 
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In the noxt program the affixes are reattached to the stems and the words 

are sorted back Into text order. Following this, "homographs" are deleted, 

and in the last program the Russian words are transliterated to permit their 

representation by Latin letters. The output of the Continuous Dictionary 

Run is referred to as the "augmented text". The programs of the Continuous 

5 6 
Dictionary Run have bean described by Jones. ' 

The olassifioation scheme of Russian words and the inverse inflection 

algorithm, both of which were developed more than three years ago, are 

discussed in the light of the experience gained in working with them since 

that time (Sec. 2). A mapping operation to correlate the classification 

scheme with the inverse inflection algorithm is presented in Sec. 3. 

The system devised to interpret false factoring (that is, the 

factoring of a string of letters different from the expected affix) of 

dictionary items by the inverse inflection algorithm (Sec. A) and the system 

devised to analyze the affixes of text words given their dictionary entries 

(Sect' 5) are doscribed in detail. An example of the output of the corre- 

sponding programs is presented in Sec. 6. 

Some statistics on the reliability of the Harvard Automatic 

Dictionary are set forth in Sec. 7, while additional statistics for the 

efficient operation of the analyzing programs aro introduced in Sec. 8. 

2. Word Classification and the Inverse Inflection Algorithm 

The output of the Continuous Dictionary Run contains basically the 

same grammatical information as the output of the idealized dictionary; 

however j, the mode of operation of the program differs greatly from that of 
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the idealized eyatem. The varioue routines that oonetltute the dictionary 

ooapilation eyfltem and the Continuous Dictionary Run were written over a 

time span of several years. In the more recent routines the possibility 

of using new symbols and formats was often limited by those already adopted 

during earlier periods of research. This has had strong effects on the mode 

of operation selected in these newer routines and has imposed many apparently 

arbitrary confttralnts on the actual experimental system. 

Some of the earlier phases of dictionary research are discussed with 

the aim of describing them In terms of the idealized dictionary and of 

pointing out changes that might be made should it become desirable to 

reprogram the system. 

A. Morphological Types and Their Classification 

Before the description of the morphological types, Oettinger's 

7 
definition and notation for paradigms, which will be used in this chapter, 

is given. A paradigm of a word is the full set of inflected forms of the 

word. Usually there are twelve inflected forms in noun paradigns (Pig. 3-2). 

A redueed paradigm of a word is the set of distinct representations 

(Fig. 3-3). Exemlnation of Fig. 3-2 and Fig. 3-3 points out that there is 

only one distinct representation "cry^OHTa" for cTy^esra^ , and cgyfleaga , 

and one distinct representation "OTYAQHTOB" for cyy^oHrosf and ofJA^ssoBf , 
Jap up 

This multiple usage of distinct representations defines Internal homography. 

A detailed description of the different types or hoaography can be found in 

Chap. 9 of Hef. 7. 
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S2232SF' Ns 
ory^eHTa 

As 
oTy^eHTa^ 

-G8 

cryfleHTjr 
 Ds 

* 

oryAeHTOB* 
 Gp 

ciyB*HTaM 

ogSSEEBS ip 
oTT^eRTax 

FP 

"oTyAQHr" "0TyÄ«HrHR 

"cryfleHTa" '•oxyseHTOB" 

"cryÄenry" ''oTyfl•H^Äl,, 

"cryÄeHTOM" "oryÄ^Hfaioc11 

"cTynsHTe" "oryflinrax" 

Paradigm of oryaew 

Fig. 3-2 

Reduced Paradigm of oryaem1 

Fig. 3-3 

In the Harvard Automatic Dictionary inflected words have been 

arbitrarily divided into three morphological types:    nouns, adjectives, 

and verbs.   Each of these types was divided into a number of morphological 
go 

classes by Magassy. '     The morphological classes were kept as few in number 

as possible to ease the burden of assigning new words to these classes and 

to simplify the programs for inflecting these classes during the generation 

of dictionary entries.   Because of this morphological description, it is 

possible to find some nouns such as noprspfi   belonging to an adjectival 

morphological class» 

In the classification scheme for every noun, adjective, and verb 

class two important types of information are given (Fig. 3-4)»   The first 

is a morphological description of the words that belong to the particular 

class, stressing the behavior of the word "tails" that can occur.   In th© 

example shown, the class 12 consists of all nouns ending in üst", 'W, and 

'W, as well as of some of the nouns ending in wefiM,   Secondly, for ©ach 
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1              1 
CLASS    !     EIAMHfiS GLASS IDENTIB'iaATION 

!    N2 CTpoft 
jMuaü 
reroift 

• 

|     A class embracing: 

!     1.   the nouns ending in o, a, K)        \ 
\                                                       + it. 

2.   some nouns ending in •        J        1 

i 

GENERATION R0I£S 

Generating Stem (GS) 
Generated Forms with Specified 

Generating Affixes 

|      word - last letter. a. word            f. GS + H 
b. GS ♦ *      g,       + es 
C.             +   K)          h.           +   AM 
d.        + ew     1.       + HUM 
6.             +   8          j.           +   5CC 

Definition and Description of Clasa N2 

Fig. 3-U 

class there is a generation i'wle specifying both how the generating stem is 

formed (in the example, the word less the last letter) and which generating 

affixes can be right-adjoined to the generating stem to form the members of 

the reduced paradigm of the word.   The generating stem of a noun in class 

N2 can end in "o", "a", "e", or "M", and, in addition, can have the generating 

affixes "fi", V, "io", "e«", "e", "M", "eB", '>m",  "«MM", and "AX" adjoined. 

This list of generating affixes completes the description of this class of 

noun. 

Three types of word endings now have been introduced in this thesis. 

A desinence is a word ending that has lexical significance but which cannot 

be identified formally.   An affix is a word ending approximating a desinence 

-that is factored formally from a word by an appropriate algorithm.   A 
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generating affix is an artificial word ending that ifl" used to cunstruot the 

reduced paradigm of a word from both its canonical form and its class marker. 

All the generating affixes of a class might not be needed to define 

a single paradigm. Several related paradigms are sometimes fused into a 

single class, or cumulative paradigm, as an alternative to maintaining 

separate classes for dictionary compllationj thus, in class N4 the instru- 

mental singular is "flauoft" or MyJIJI^«ft,^ but not "flaiaft" or "yjomoft". 

Matejka '  eliminated (1) some ambiguities that had been deliber- 

ately left in the morphological description of the grammatical functions, 

and (2) the spurious forms, by separating the noun classes into finer 

subdivisions. Every noun class «as divided into animate and inanimate 

categories, and these groups were further divided into as many as four 

categories, although rarely into more than two. 

For example, if nouns of class Nl, such as cryAem (animate) 

(Figs, 3-2 and 3-3) and OTQJI (inanimate) (Figs.«3-5 and 3-6) were not 

subdivided into animate and inanimate categories, paradigmatic forms ending 

in '^"^ould all be oither nominative singular or accusative singular, and 

forms ending in "a" would all be either acorasative singular or genitive 

singular. The idontification for cTyfleirr and CTOJI would be: 

"cTyfleOT" would represent: cryflem' „ and oryaeEr 

* *    . 
"cTyneHTa" would represent; CTy^oHra. and CTyflesra , 

Aß "uS 
* » 

"CTOJI" would represent; CTOJI:       and CTOJI   f 

"cTOjia" would represent;    CTOJia     and CTQJia    . 
S3 US 

r The symbol W is used to represent the null affiac. 
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CTOjf 

OTOX 

cToaa 

# 

is 
■ft 

OtOJOiI 

OVOXH 

omny 

CTOJIOM 

Go 
•a 

Dl 
■;;• 

HP 

|p 

OTOJgOBn_  up 

•it 

■J>; 

OTOjsaia Ip 

OTOJIt 
Fo 

OTOjiax fp 

HOTOJJw "OTOOT1' 

■oTOJIa,, ,,OTOaOBH 

"oroay" ,,OTOÄaMB 

*momun "OTOJWMH11 

"oToae" "oyoaax1' 

Paradlga of OTOJ 

Fig. 3-5 

Keduoed Paradlga of OYOJ 

Fl«. 3-6 

Given Matejka's subdivision, it is pofleible to reduce the multiple ueagea. 

Aniaate nouns ending in n#« are nominative singular and inanimate nouns 

ending in MaM are genitive singular.   With the division, the identifioatlon 

for oryÄeHT and croa are: 

"oTy^eHT'' represente:    egy^eHg^, 

"oTyfleHra" represents:    cmemra^ and 2!2S^^fl» 

*       ,        * 
"CTTOJI" represents:    ^2%g a^ SSSS^» 

"cTOJia" represents:    oyoj^fl« 

For ©aoh of the three morphologioal types, Matejka further constructed 

a set of tables which list the lexical attributes for every desinence in 

every class' (Fig. ^-7). 

The result of these efforts was a coaplste definition of the para- 

digms of Russian inflected words, including a table of iteLcal attribat®s 

for the different aembers of the paradigm.   Whereas lagassy and Matejka 

/- Errors la the set of tables ar® listed in ippenäis! B. 
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N2 N2 N2 
U al 12 

11 a NpAp NP PsNpAp 

12 ä Gs QsAs Qa 

13 n Ds Ds Ds 

Hi ft NsAs Ns NsAs 

1? 0B Op OpAp Op 

16 eu Is lö Is 

17 AX Pp Pp Pp 

18 mi Dp Dp Dp 

19 soa Ip Ip IP 

Orararaatical Specifications for Noun Paradigms of Glase N2: 
Inanimate, I^pe Ij Animate, l^ype lj and Inanimate, Type 2 (Ref, 10) 

Fig. 3-7 
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stopped at this point, the information they obtained could have been need 

to generate automatically a matrix U (Sec. 2.3) for every word paradigm 

by first generating the complete paradigm instead of the reduced paradigm 

and then storing the lexical attributes with each member of the complete 

12 13 
paradigm in the paradigm generating routines. *  The grammatical speci- 

fications, as illustrated in Fig. 3-7, are a graphical representation of 

the set of vectors of lexical attributes for each desinence u^'x) (Sec. 2.2). 

B. The Inverse Inflection Algorithm 

Oettinger's inverse inflection algorithm '  is the arbitrary 

factoring algorithm currently used to factor affixes for dictionary compi- 

lation and for the Continuous Dictionary Run. This algorithm provides a 

two-step process for factoring affixes from Russian words. As a first step, 

one of three affixes, '?#•" (null affix), "eb", and "Cä", is recognized. These 

affixes are referred to as affixes of order zero and generally describe the 

reflexive and reciprocal properties of Hussian verbal forms. As a second 

step are recognized fifty-seven affixes ^Fig. 3-8) that are referred to as 

affixes of order one. These affixes closely coincide with the desinences 

of Russian words. Eveiy Russian word has an affix of order zero and an affix 

of order one. If nothing is factored, then the affix "#■" is assigned to the 

word. 

The inverse inflection algorithm operates efficiently on noun and 

adjective paradigms, which usually require only one stem entry in the 

dictionary-. The factorization of affixes in verb paradigms is less efficient 

than the factorization of affixes in noun and adjective paradigms, and 

generally three or four stems are required to define a paradigm completely» 
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To separata the gramnatioal funotions of the etens, sore aarteafllte 

oodlng of the verb entries than of the noun and adjeotlve entries has pronred 

neoe&aary (see Sec. 3). The inolusiofi of six sore tfflxts touM r»duoo the 

miBb©r of verb stems signifioantly (Table 3-1). The suggested affixes are 

•»we", ,'ih•o,,, *x*, *m*,  "ao", and "JK". üben only the aost populous vsMPb 

olaases, VI, V3, and V4, were considered, a rough estimate of the rfffeot of 

the inolufdon of these affixes indicated that the dictionary wulfl be reduced 

in siae by about 5^ with a potentially great simplification in the coding 

of the verb entries. It appears upon only superficial examination that this 

addition would not add much to the problem of false factoring (Sec. 3B). 

As an example, in the paradigm of ocHOBayt. , which is in class ?3, five stems 

are generated: "ocHosa", BOOHH, "ooEy", "oonoBaa'', and "oo^jruip" (Pig, 3-9). 

Huabar Hamber Number Aaber 
of of of of 

Stems Stems Stems Stem 

Glass Old Hew Glass Old New Class Old Hew Glass Old New 

VI 4 2 ¥5.1 3    2 ¥8,2 4 4 ¥33 5 4 
V2 3  2 ¥5 «2 3  2 ¥9 5 4 W* 5 3 
V2.01 4 2 ¥5.3 5 3 ¥9.1 4 3 ¥15 4 2 

V3 5 3 ¥5*4 3 2 ¥10 3 2 ¥15.1 4 3 
V4 3 2 ¥5 .a 3 2 ¥10.01 3  2 ¥15 »2 4 2 
¥4.01 4 2 ¥6 4 2 ¥10.1 4 3 ¥36 6 6 
¥4.02 5 3 ¥6.1 5 3 ¥3JD02 3  2 ¥17 4 3 
¥4.1 4 3 ¥6.2 5    3 ¥10.3 3 2 ¥18 7 5 
V4.ll 5 3 ¥7 5    4 ¥104 4 3 ¥19 4 3 
¥4.2 3 2 ¥8 4 3 ¥U 5 4 ¥20 4 3 
¥4.21 4 2 ¥8.1 4 4 m.i 3  2 ¥21 7 5 
¥5 4 2 ¥8.11 5  5 ¥12 5    3 

The Meductioa in the Number of ¥®rb Stems per Class if Aff&si 
w&TOKs H , V* e!m% ^o18, 55-«B 

in She lavers© Inflection Hgcrithm 

mm 3-1 
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"OOHDBa-Tb11 "ooHOBaji-a" 

"ocH-yio" "oonDBan-o" 

:  "ooHy-amb11 "ocBOBeui-a" 

"00Hy-«TM "ooEy-il" 

"ooHy-«u" "ooHyftr-«" 

"ooHy-sre" "OOBy-H" 

"ooHy-wr" ,,OOHOBa-B,, 

"OCHOBSJI-^41 "OOBOBa-BDM" 

"oCHDBa-Tb" "ooHoaa-^a* 

"ocH-yro" "O0H0Ba-JIOw 

"ocBy-enib" wooHOBa-vniiH 

"ocHy-eT" •'oony-ö" 

"ooHy-ew11 "oony-ftTo" 

MocKy-©Te" MooMy-flw 

"oCHyHSOT" "OCMOBa-B" 

"ocHoaa-ci" "ooBODa-aum" 

Heduced Paradigm of OCHOBMB 
Using the Inverse Inflection Algorithm 

Fig. 3-9 

Heduced Paradigm of QOHOBaTb 
Using the Suggested Modified 
Inverse Inflection Algorithm 

Fig. 3-10 

If the suggested affixes were factored, only three stems would remain» 

"ocHOBa", "OCHH, and "ocay" (Fig. 3-10). 

3. Mapping of Desinences Onto Affixes 

It is convenient to determine the lexical attributes associated with 

each of the set of affixes for each class of words before the programs 

(Sec. 5) which analyze the words are considered. As in Übe  case of th® 

idealized dictionary (Sec 2o2), Matejka's tables of lexical attributes are 

given in terms of desineaoes rather than of affixes, and it is neoeseas^ 

to map the set of desinences onto the set of .affixes in order to detemin® 

the relationship between the affixes and the lexical attributes* 

The procedure that is followed approximates the procedure of 

obtaining? from? in the idealized dictionary, in particular, steps 10 
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to 21 in Program 2-1. The teohalque varies from that used In Program 2-1, 

sinoe the Information available aa input is aoaewhat different from the 

idealised oaso. 

Several approaches other than the one to be followed could be used 

to obtain the Taffix-lexical attribute? relationshlpa. One that was mentioned 

in Sec. 2 oonelsts of modifying the paradigm infleotion routines, so that 

complete paradigms rather than reduced paradigms are generated. The lexical 

attributes are associated immediately with the generating affixes of the 

members of the paradigm rather than with the desinences. Although con- 

ceptually simple, this approach would Involve axteneive reooding of present 

programs. 

A second possible approach is suggested by the idealized dictionary. 

It was pointed out in the summary of Chap. 2 that a major defect of the 

idealized dictionary was the amount of storage space required. The main 

difficulty is the fact that each desinence maps onto so many affixes that 

the entry function vectors, which are stored In each dictionary entry, require 

hundreds of bits. Since, for a given class of words, most of these bits 

are never used, a practical solution would be to increase the mimber of 

reference matrices, so that there is a reference matrix for each of Magaasy's 

morphological classes. The number of columas in each matrix would be 

drastically reduced, since only a small monb&r of the affixes, approximately 

twenty, would be used within any one class c Thus, the entry function vectors 

would be correspondingly reduced, and the simple identifying procedure of 

Ecogrffln 2-3 could be used with only slight nu/dificatiosä./ This solution 

This approach was suggested by D. W. Bavles of the lational Physical 
Laboratory, Teddington, England, during his visit to Cambridge, lass, 
in December| 1959• 



would not ba praotioal on the Univao I, the computer currently being used 

at Harvard university, since this computer is not a binary machine aud the 

individual bits are not accessible to the prograiaaer. It would be lodiorous 

to sitnulate a binary machine by using a character position to represent a 

single bit. 

In the scheme to be described in this section, it ie a moot question 

whether the desinences or the generating affixes are being mapped onto the 

affixes. Tho actual process involves both, since on the one hand the 

generating affixes will be manipulated to determine the affixes, but on 

the other hand the lexical attributes which are associated with the 

desinences will be assigned to the generating affixes. 

This section has been divided into two parts, the first dealing 

with the rapping technique (Sec. .3A) and the second dealing with the problems 

that evolved from the adopted procedure as well as with their solution 

(Sec. 3B). 

A. Correlation of Generating Affixes and Affixes 

The generating affixes are mapped onto the affixes for each of 

Magassy's morphological classes. later the lexical attributes aseociat®ä 
I 

with the desinences will be associated with the generating affixes. This 

information, together with the results of the mapping operation, will 

determine the program for a logical tree for each morphological typeo On© 

of these trees sail be scanned every time a dictionary entry is. anal^ed 

(see Sec. 5). Although the programming for a tree is more complex than that; 

for Program 2-3, the time needed for analysis will be of the same order of 

magnitude, since only a minute section of the tree will be scanned during 

the analysis of any given woM. 
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The •technique for mapping Magossy's generating affixes onto the 

affixes defined by the inverse inflection algorithm ia shown in Program 3-1 

for a generating affix g in a class o of one of the three liorphologlcal 

typos. This technique can be used with any system of morphological classea 

and any factoring algorithm. A vector a is used (not neüaeaarily the a of 

Chap. 2), each of whose components is an affix factored by the inverse 

inflection algorithm, and which incibides every affix onci» and only once, 

the order of the components being immaterial. 

Symbol Function 

g Generating affix being mapped 

Y,C Column vectors 

Lb/ A possible ending of the generating stem in word class o 

F(x) Inverse inflection algorithm on word x 

9 Affixes onto which g can be mapped 

Definitiion of Symbols 

TABIE 3-2 

1 

2 

3 

A 

Y   *■ 

ie — \(b/J/
(g)

JI
£\ 

xe— [F(0/Ce] 

i    *—{(x-^-a) ^ö}/a 

Program for the Mapping of Generating Affixes onto Affixes 
Program 3-1 
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Every oomponent of a column vector v i0 defined in step 1 as the 

generating affix g, that is being correlated. This vector is adjoined to 

the column vector b in step 2, where each component of ]) represents one 

of the possible endings of the generating stem from Magassy's tables in 

class c. (Dashes have been used in the representation of b0, since it might 

be necessary to know more than the last letter in each component.) The 

effect of this operation is to attach the generating affix to each possible 

generating stem. 

For class N2 (Figs. 3-4 and 3-7) and generating affix "A", 

B —a —aa 
a >    K* —e ,   and ^ ■ —-e« 
a  H —an 
H 

—,-0 —on 

Y = 

In step 3, every component of ^ is considered a vector and is factored 

by the inverse inflection algorithm F, and the resulting logical vector is 

used to compress the component Itself. Every compressed component is con- 

sidered as a component of the row vector x. The affix vector a is mapped 

onto x in step A,  and the resultant vector is used to reduce a, giving a 

vecior 0, each of whose components is one of the affixes that correlates 

with the generating affix g. In the same example, 

F(ie} = 
■11 
-01 
■01 
-01 

x =   &x,si,sitR      and 9 =     as,« 

The results of the mapping operation are shown in Appendix G. 
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B. False Factoring 

The factoring algorithm, under certain oondltione, can factor part 

of a stem with the desinence to obtain the factored affix. The residue of 

the word, the factored stem, will be shorter (will contain fewer characters) 

than the factored stem of another member of the same paradigm where this 

phenomenon dees not take place« In such cases the canonical stem is not 

unique. In the example of Sec. 2«3, "aTOMe" will be factored into the 

stem "aTou" and the affix "e" while "arowy" will be factored into the stem 

"aT" and the affix "oMy". Likewise, if the factoring algorithm cannot 

factor tho entire dosinenee, a factored stem can be longer than the normal 

factored «tern of a paradigm. For example, while "ooHyfi" is factored into 

"ocHy" and "ö", "ooHyföre'Ms factored into "ocHy-ftr1' and "s" (Fig. 3-9)« 

Both extra long and extra short stems, which will be referred to as 

anomalous stems, exist in the Harvard Automatic Dictionary. 

Anomalous stems are a natural consequence of factoring even in the 

idealised dictionary, since independent of coded syntactical ^Bfcnnation, 

it is impossible to write a factoring algorithm that will recognize whether 

or not a string of letters represents some desinence. In the case of the 

idealized stem dictionary, an extra dictionary entry is generated with its 

own entry function vector, whenever an anomalous stem oecras. Similarly, 

in the Harvard automatic Dictionary each anomalous stem generates its ow 

dictionary entry. The difficulty lies in the fact that, prior to this work, 

there was no information in the experimental dictionary ©quivaleat to the 

entry function vector to indicate that a stem is anomalous. This lack of 

information was the cause for an excessive number of stem homographs0 Since 
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many of these homographs from the experimental dictionary do not appear as 

homographs in the idealized dictionary, they are noneasential homographs 

in the experimental dictionary. 

An example of the nonessential stem hoaography in the experimental 

dictionary is shown by the reduced paradigms of two Russian nouns, BM and 

Bamora (Figs. 3-11 and 3-12). The string "BSünoT" fron the paradigm of 

sajnora is factored into the stem "BMW and the affix nwrn by the inverse 

inflection algorithm. This stem is identical with the stem of saa , 

Therefore, any time that either any member of the reduced paradigm of Baa 

or the paradigmatic form "BajDOT" appears in a text, both dictionary entries 

with the stem "saji" are selected. In the idealized dictionary different 

affixes would be represented in the two entry futibtion vectors, so that one 

of the dictionary entries would always be incompatible. 

Another problem occurs in the paradigm of arou (Fig. 3-13)» Two 

distinct stems are factored in this paradigm, and the affix "OM11
 can be 

associated with both of them. The affix 'W is factored both from the 

string "aTOM" and from the string waTOMOMn„ It is therefore necessary to 

"Baji-#" "BajWH'' "Baror-a" "Baraaxr-eft* 

"Baji-a" "Eaa-OB" "BajnoT-ti'3 "Baa-KK?" 

"saji-y" "BM-aM" "BasOT-®" ''Baara'-aM6' 

"Bajr-oj/ "BaTt-a*öfä' "B&rap-y^ s,Bamf~B,mn 

"BaH-s's *B&jl''BXn "Baroor-oli" ^Bajm'-rax.® 

Hedused Paradigm of aaa 

Fig. 3"11 

Eedueed Paradigm of Baaroga 

Fig. 3-12 
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"aT-OM" "aTOM-il'' 

"arou-a" "BTOU-OB" 

naT-oMy" 
MaTOM-aMM 

MaTOM-OUw "arou-esa" 

MaTOM-«,' "aTOM-ax" 

Roduoed Paradigm of arou 

Fig. 3-13 

bs able to determine when the affix "OM" should be the resultant affix of 

the desinenoe "OM" and when it should be the resultant affix of the desinenoe 

,^:tt. This is an example of the artifioial affix homograph. This type of 

homograph is also nonessential, cdnoe in the idealized diotionary the 

appropriate lexical attribute would be listed with the affix in both oases. 

As is shown in Appendix G, every affix.appearing in the fourth column 

is the result of a factoring that produced an anomalous stem; for instance, 

in the paradigm of Bajnara (class N4J only the form "Bajnor'1 is factored 

into an anomalous stem. 

The following is a discussion of the various operations that have 

been adopted to patch the experimental dictionary so that its output should 

be identical with the output of the idealized dictionary. 

When a single affix is associated with an anomalous stem, the entry 

function vector y. for the anomalous stem eontaiös only om  "I81., It is a 

simple matter to put a mark somewhere in the existing dictionary entry to 

indicate that the item should be treated as a fuUy inflected item. Then 

the affix of the text word whose stem matches the stem of the dictionary 

entry should be compared with the single affix stored in the diotionary. 
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Giulisao already adopted suoh a teohnlque with reapeot to stems with zero 

or one letter to reduoe horaographyt If the experimental dictionary affix 

is not identical with the affix of the text word when the special mark is 

present, then the dictionary entry is incompatible, that is, it is not the 

one being sought. 

It should be pointed out that during dictionary compilation in the 

experimental system, when the inflected forms are generated from the 

canonical forms, they are generated in the order given in the reproduction 

of Magassy's table in Ref. 7, as illustrated in Fig. 3-4-« When these para- 

digms are condensed by a later routine, the affix from the first form 

encountered with a given stem is stored in the dictionary. It is indeed 

fortunate that the affix normally stored with the generating stem never 

causes confusion with the affixes that form anomalous stems. In particular, 

it is fortunate that the form "aTowoM" is not the first form with the stem 

"BTOM" that is generated, since if it were, the affix "OMM would be stored 

in the dictionary entry of "aTow", while "OM" is already stored with the 

dictionary entry of "ar", originating from the form "aroM". If waTOMOMM were 

the first generated form with the stem "aTOMH, and "aTow" were the first 

generated form with the stem "ar", then there would bo no automatic way of 

distinguishing that the latter stem is the anomalous one. 

* 
There remains a small group of noun paradigms, such as that of jaw , 

which requires special treatment because there is more than one affix associ- 

ated with an anomalous stem,* for r,cample, both "OM6
' and "owy" are factored, 

leaving the stem "aT"» Since there is no coding present in the experimental 

dictionary entry to distinguish the different inflected forms, and since 

fortunately there appear to be never more than two affixes .associated with 
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an anomalous stem,, an extra diotlonary entry can be generated and each of 

the two anomalous stem inflected forms can be treated as a fully inflected 

item, thereby increasing the size of the dictionary by only 0.5^». This 

increase would not occur in the idealized dictionary, because the entry of 

the stem "ar" would contain all the neceejary information about both affixes. 

Among the verb paradigms in the experimental dictionary there are 

many more anomalous stems, owing to a large number of verb desinences that 

are not factored by the Inverse inflection algorithm. If the paradigm of 

no^xoffliTb is used as an example, four unique stems are generated; "noflxo^", 

"noflxojpi", "noÄXOflia", and "noflxox". These stems have seven, three, four, 

and one affixes associated with them, rsspectively (Fig. 3-L0« Only in the 

stem "no^xoa" did it seem practical to mark the stem ^ the noun and adjec- 

tive anomalous stems were marked, since so maay affixes are associated with 

the other stems. If the same system were adopted with the other stems, the 

"noflXo1j[M-Tb" (BO) 

"noflxox-y" (Bl) 

"noAXOfl-Mnrb" (Bl) 

"noflxoÄ-iOT" (Bl) 

"m&xo^mi" (Bl) 

^^KOä-MT©" (Bl) 

"HO^XO^-OT'" (Bl) 

"K^XO^MJI-^" 

"noflxo.zi^ui-a" 

"noflxoflKui-o" 

"nDflXOflMJI-*[" 

"no^xofl-M" 

"noflxos-fl" 

"nDflXOflM-B" 

"nOflXO^M-BDM" 

(B3) 

(B3) 

(B3) 

(B3) 

(B4) 

(B5) 

(B6) 

(B6) 

* 
Heduced Paradigm of uoRxo&mh 

with Associated Tense and lood Indicators 

Fig, 3-14 
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size of the dictionary would increase by an intolerable amount, thua defeating 

the main advantage of a atem dictionary over a full paradigm dictionary. 

The problem has not become acute since, when the dictionary was being 

compiled, it was recognized that the multiplicity of stems occurring in every 

verb paradigm would cause stem homographs. A coding scheme, the \enBo  and 

mood indicators, was incorporated into the dictionary entries to identify 

the grammatical functions that the stem and any of its affixes could assume 

(Table 3-3). The correct coding associated with the inflected forms in 

Fig. 3-14 has been placed in parentheses next to each inflected form. The 

coding, as it would appear in the third semiorganized word for each stem, 

is shown in Fig. 3-15. 

BO - infinitive 

Bl - present indicative 

B2 - future indicative 

B3 - past indicative 

B4. ~ imperative 

B5 - past gerund 

B6 - present gerund 

Tense and Mood Indicators in the Third 
Semiorganized Word of Verb Entries 

TABI£ 3-3 

i   "no.p^Ä" B1E4B5 1 

^   "no^o,^" B0B6 

"nosxo^Kji" B3 

"no^xoa:" Bl          ! 

Tense and Mood Coding in the Third Semisrgaaissed 
ford for the Stems of m^xo^HTb 

Fig. 3-15 ~~~~: 
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AB an oxample of how the tense and mood coding helps in analysis, 

oonalder the reduoed paradigm of the nounnoÄXo^ (Fig. 3-1.6). Stem 

1   "IIOäXOä-#" "nDAXOfl-H11 

"noflxofl-a" "no^xofl-OB*1 

"noflxoÄ-y" "no^xofl-aM'' 

I   "noflxofl-ou" "noflxofl-asoj" 

;   "nofixofl-e" "noflxofl-ax"   l 

Reduced Paradigm of noflxofl 

Fig. 3-16 

homography exists with the stem "noflxofl", nhich is common to both the noun 

and verb paradigms. There is no essential homography in the experimental 

dictionary, since all the affixes associated with the two stems "no^xofl" in 

the two paradigms are different. For example, if the string "noÄXOfla" occurs 

as a text word, both stems nnoflxoÄn will be selected during dictionary 

look-up. The affix "a" in class V4 represents the single grammatical function 

paat indicative, but the past indicative cannot be associated with the verb 

stem "roÄXOfl", as shown by the fact that there is no llB3,, coded in its third 

sesaiorganised word. Thsrefore "no^xo;^ cannot be an inflected form of the 

verb paradigm,. However, since the string contains an affix that can belong 

to the paradigm of the noun HO^XCä , the string can be correctly identified 

as a noun. 

2h the idealized dictionary the special coding would not be necessary, 

since the lexical attributes would be represented in the reference matrix 

entry function vector. 
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4.. The Anonalous Stem Program 

Anomalous stems are detflcted and marked automatioal^y in the experi- 

mental dictionary, so that the analyzing programs (see Sea. 5) can recognize 

that only the single affix that is stored in the dictionary entry is associ- 

ated with the stem. This serves two distinct purposes: (1) The affix stored 

in a marked dictionary entry is compared with the «iffix of the text word. 

If they do not match, the dictionary item is incompatible. (2) The mark 

indicates that the affix stored in the dictionary was caused by false 

factoring. 

The anomalous stem program has three outputs: (1) a tape containing 

all the input items with an appropriate mark in the anomalous stem items, 

(2) a list of potential dictionary entries generated by the program 

(Sec. 4A), and (3) a list of potential dictionary entries which must be 

studied further (Sec. 4B). 

1 
Every dictionary entry is stored as a 30-word item, a size chosen 

both to be compatible with ths block transfer operations (60 words at a time) 

of the Univac I and to have sufficient space available to store the necessary 

syntactic and lexical information and various forms of experimental markings. 

Since the morphological and syntactic information is contained in fewer than 

ten of these machine words, it has been feasible to compress the information 

of immediate interest into 10-word items, which will be referred to as 

texthadio items. '   An analyzed 30-word item and the condensed texthadic 

item are illustrated in Fig. 3-17. The columnar layout of the texthadic, 

with reference to the 30-worä item, is listed in Table 3-4-. The anomalous 

stem program will be described in terms of the 30-word item. 
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L 

Coluan 1 - First Snglish equivalent from dictionary. (Word 5) 

Column 2 - Clase marker. (From Word 3) 

Column 3 - Buasian word transliterated with affix attached, (fords O-^) 

Column 4- " Text serial number. (From Word 4) 

Column 5 " Organized word. (Word 26) 

Column 6 - First word of interpreted information. (Word 24) 

Column 7 - Second word of interpreted information. (Word 27) 

Column 8 - Thi^d eemiorganized word. (Word 29) 

Column 9 " Dictionary serial number. (Word 25) 

Columnar Layout of Texthadio with References to 30-word Item 

TABIfi 3-4 

Only the first English correspondent from the 30-word dictionary 

item is transferred to the 10-word texthadio item. This correspondent has 

Httle significance in the translations of the examples that will be given 

throughout this thesis. The purpose of including the single correspondent 

in the texthadic items is to help the reader who has no knowledge of Russian 

to identify individual Russian words. 

Th® program has been designed with two purposes in mind, first, to 

update th© entire experimental dictionary when a change is made in th© Hord 

snalyssr program and, söcond, to process new items before they are oergöd 

into the existing experimental dictionary. It should be stressed one© sore 

that this progrgi vrould not be necessary in the idealized dictionarr siaee 

the necessary markings exist in the reference matrix and th© entry function 

vector. 
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A*   The Identification of Anwaaloua Stess 

Russian words are oonsidered to be divided into six morphologioal 

types (Table 3-5), with a distinct foraat for the reprasentation of the 

grammatical properties of each type.   These six types are represented by 

appropriate alphabetic symbols in character position 1 of word 3 of the 

30-word item aß shown in Table 3-5. 

(1) Noun (N) 

(2) Adjective (A) 

(3) Verb (V) 

(4) Pronoun (P) 

(5) Numeral (D) . 

(6) Indeclinable (l) 

Morphological Types in the Harvard Aatomatic Dictionary 

TABIE 3-5 

The program oxamines the class marker and affix of every 30-word 

item. The logic of the progrem is espressed in a tree. The program branches 

initially on the three productive morphological types, the noun, adjective, 

and'verbo The secondary branch for each type is on the various classes among 

which anomalous stems can occur. The third and last branch is on the affixes 

that are factored with anomalous stems. One of these affixes is stored in 

the dictionary during compilation. The classes among which anomalous stems 

occur can be identified easily, since they are the classes with affixes in 

the fourth coluian of the table of appendix G. A complete list of these 

affixes from Appendix G is shown ia Table 3-6« 
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GlaBB 

T—    ,-                                 — —■' 

Affloes Olasa Affixes 

A3 aw at B es eu                 ,..' H8 aM aT ax B es 

i       9T MM MT  OB OM I   ero eM1 ewyl ex2 ereiS 

yr UM ror HM OT i    MM in3 HTe3 MX  OB 
;  oro OM4 OMy4 yT UM i   A4 BUCK 

1   A5 j       0  ft ;   toe IOT AM OT KX: 

I   A8 1     ar mm IOC ux >oc 88.1 |    OM 

I   N (any) j       Ob  OH 
I     aM ar B es SM^ 

N8.15 |    SM MM 

|   Me^ MÖ^ !   Nl N10 
;     QMyl OTS eie^ MM MT^ Nil efi bio 

wre 3 OB OM* oMy^ yr Nll.l MÜ b© 

HM KT  flM AT NU.2 bH) 

Nl.l aX MX HX HX V (any) G 

N1.2 es SM e? ÜB OM VI an RH 

N2 an ee^ efi^ He2 ufiS V3 yw 
oe^ oft3 

K ax<M an MMM y yio 
1   N2.1 eö BIO HMM  «MM                              * 

1   N3 9Te  MT9  TB V4.01 y 
N3.05 Tb 

aw aT B es OM 1 
V4.02 an eii oft yio             | 

NA V4.1 y 
euyl eT2 gre^HM MT3 

V4.ll y 
MTQ3 OB OM4 owy4 yr V5.2 aMM MMM  UMM  «MM         | 
HM IGT  HM HT V5.3 an efi MA oÄ yio       ! 

N4.05 eu HÜ HH                                    j 

1   N4.06 OM V6.1 ofi                                i 

i   N4.1 BIIIM ax MX HX AX V6.2 aMM  MWM BTMM  FRM         \ 

N5 awn eTe MMM MT© TB V1D.1 wtm.                             \ 
BOM  HMW V10.4 mm                           \ 

V12 a« 
V13              I ew HO                        | 

i   N5.05 a« ee^ efi^ oe^ oft2                = vu           i ofi                               j 
yio He3 BifiS as                         j V15              i yio 

1  N5.2   ' efil bio^                                   1 V18              I EM                                      I 
'N5.3         I MM BIO                                          ' 
N6              | Tb 
N6.1         ! enib vraib                                      | 
N7              ! Mfö 

Affixes Marked by Anomalous Stem Program 
(Superscripts denote automatically generated pairs.) 
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A 30-word item containing an anoaalous eten is marked with a "l" in 

charao*er position 12 of the organised word, word 26 of the 30-word itea. 

If tha program finds that the 30-word itea has two affixes associated with 

the stem, as in "aT-ou", it automatically generates the second member of the 

pair, in this case "aT-OMy", on a separate tape. A Bl" is inserted into 

character position 12 of the organized word, an "M" is inserted into charao- 

ter position 4 of word A to identify the source of suoh an entry, and if 

there is an "F" in character position 7 of word 3, indicating that this is 

a canonical form, that is, the form froa which the word was generated, the 

nFn is deleted. This output then can be inserted with other new entries 

into the dictionary in a single pass. 

To facilitate changes in the program, any previous "l" in character 

position 12 of word 26 that was inserted by previous versions of this routine 

is erased. This makes it possible to update the dictionary quickly if the 

program has to be altered. 

When the Harvard Automatic Dictionary was first modified by this 

program in November 1959, only 89 blocks due to anomalous stems with two 

affixes had to be added to the 15,000 blocks which existed at the time, 

B. Eseeptions 

Among the verb paradigms that have been assigned to classes V4, 

V4.01, ¥692, and ¥8, there exist several where the desinences "V or "H" 

are factored together with part of a stem ending in "o", as with H
OB©-CI>

W
| 

an imperative form of the verb oBBcmrh *   She inverse inflection algorithm 

factors an affix of order aero and then possibly as affix of order one. In 

the above example the stem is "OB", the affix of order on© is Me", and the 
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affix of order zero iß "ob". Theae verbal forma muat be ideatified, ao that 

they ulll not be analysed aa ordinary reflexive forma. 

Beoauoe of the larg« number of reflexive verba, it ia too muoh of 

a burden for the anomaloua atom program to identify autoraatioally theae rare 

nonreflexive infleoted forma. A apeoial policing subroutine of the anomalous' 

etem program printa out on the third output tape of the program all the 

atema in these olaaaes that end in "o". Theae stems then oan be inspected 

visually, and a B2I, can be inserted into character position 12 of the 

organiaed word of those 30-word items which contain such a special anomalous 

stem. For .example, if the paradigm of OBeciCTb (Fig. 3-18) is conaldered, 

only the stem "oBeo" oan be identified autcoatioally. Once the stem "csec" 

is found, the entire parsdiga can be atudied, and the appropriate anomalous 

stem "CB" marked. * 

One other potential problem ia treated by this policing subroutine. 

The generating stems of the verba in dass V7 were not defined in sufficient 

j    "OBSCM-Tb" 
MoBeojui-a'   j 

"oBem-y'' 
,lOBeoiüI-o,'   | 

"oBecHwrab8 wCBeOMJI-M'     | 

!     "CBeC-OT51 "CB-S-Ob"       j 

1   "OBPO-HM" 
MCB-e-OH" 

"cBec-OTe" "CBQCM-B" 

1     "CBeC-HT" "OBeOM-BDM" | 

1   "oBeojui-^' "GBSCbT-S '     | 

Reduced Paradigm of CBecHTb 

Fig. 3-2B 
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detail by Magaasy to deteraiae the affixes that might be factored from the 

for» ooatalnlng the null geaerating affix (Fig. 3-19).   The oanonioal fora 

CLASS EXAKFISS GUSS IDENTIFICATION 

|   V7 impsigm 
tonwatayth 

A olass embracing the verbat 

1. ending in «3rt"»j 

2. losing »y in the masculine      1 
past tense forms. 

GENERATION RÖIfiS                                               \ 

Generating Stem (GS) 
Generated Forms with Specified 

Generating Affixes                j 

word - last four letters. a. word                 j. GS +   Jio      j 
b. GS + ay            k.       +   JM      j 
o.       + Hemb        J..       +   HM 
d»          + HST               m.          +    HMT©    j 
e.       + Hsu          no       +   HI»      i 
f o          + H9T©             0.          +    HbTe    j 
g.      + uyr          p.      +   syB 
h«       + #             q.       +   Tsyma 
i.       + jia            r.       +   mK      | 

Definition and Description of Class V7 

Fig. 3-19 

of e-yery new verb in class ¥7 is also printed out, making it possible to 

identify a verb where an affix other than the null affix would be factored 

from a stem with a null desineaoe.   Such a fornij which is an anomalous stem, 

is also marked with a n2r' in character position 12 of the organized word. 

When the dictionary of approximately 30,000 entries was initially 

scanned with this policing program, only seven entries had to be marked with 

a "2" in character position 12 of word 26.   Hone of the seven entries was 

in class ¥7. 
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5. The Word Analyzer Frograna. 

Three maohine programs have been written to interpret the affixes 

of nouns, adjectives, and verbs (the noun analyaer, adjective analyzer, and 

verb analyzer, respectively). The nonproductive olaesea of words, those in 

whioh there is a limited and known number of words, such as pronouns and 

numerals, are processed by the adjective analyzer. Three separate programs 

were written only because of the restrictive size of the internal memory of 

the Unlvac I. Conceptually, the three programs are a single comprehensive 

program. 

Since look-up requires a distinct run preceding the three affix 

interpreting programs, it is necessary under present conditions to copy 

every item found in the dictionary onto an output tape, even though it is 

known that about 20^ of the items will be eventually rejected during the 

homograph deletion phase (Fig. 3-1). These extra items have to be processed 

several times before they are eliminateds in dictionary look-up, in the 

three analyzer passes, in sorting back to text order, and finally in deleting 

homographs. By far the most time-consuming of these passes is the sorting 

run. 

If a larger internal memory were available, the present decomposition 

into many separate programs would not be necessary. The 30~word items could 

be analyzed at the same time as they were being looked up in th© dictionary, 

m the event that a homographic set were looked up, only the correct member 

or members of the set would be kept. If all the members of the set were 

Incompatible, an artificial 30-word item could iimediately be generated to 

indicate that fact. Coaeeptually, therefore, dictionary look-up, the 
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analyzing runs, and the homograph delete run could be carried out in a single 

pass, and indeed this is possible on any of the several maohines no« 

available with a larger neieory than that of the ntdvao I. 

The three affix analyzer prograns have been made as uniform as 

possible. The same symbols have been used in the three flow charts to 

describe the actions of each program (Appendix D)» The grammatical functions, 

as determined on a word-by-word basis, are stored in words 24 and 27 of the 

augmented texts (Fig. 3-17). The arrangement of grammatical information 

for nouns, adjectives, and verbs will be given in Tables 3-7 to 3-9« The 

17 10 
format for pronouns has been described by Hatejka and Coppinger,  and 

TC        on 
the format for numerals by Magassy. ' Hatejka has illustrated the format 

for prepositions, one of the classes of indeclinable words. 

If a 30-word item is found to be incompatible, that; is, the stem 

and affix of the text word do not correspond to the dictionary entry that 

was found by stem comparison, this is indicated by the same set of marke by 

all three analyzer programs. In terms of the idealized stem dictionary, an 

incompatible item would be one whose jEduced lexical attribute vector is 

all zeros. An example of an incompatible item was shown in the last example 

of Sec. 3 of this chapter", 'boaxo^a" is identified by the mood and tense 

coding as not being an inflected form of a verb paradigm. To eliminate such 

a 30-word item from further consideration in syntactic analysis, the symbol 

»INOCHPAT A« is put into word 24. 

Several other similar symbols are used. Since an indeclinable word 

has a one member paradigm, an indeclinable item is incompatible if the affix 

stored in the dictionary is not identical with the affix of the text word. 

The symbol «DJCOUPAT I» is used to denote this conditionT Adjectives and 
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verbs are tested for voloe (affixes of order zero). If the voioe oodlog is 

inoonsistent with the affix of order zero, then the symbol «INGCMPAr R" is 

placed in word 24. Lastly, the symbol "INCCIIFAT Z" is placed into word 24 

if the item belongs to a class that cannot be snalyzed automatioally and is 

indicated by a class marker greater than 75• 

It should be noted that "INCOMPAT A" is of a higher priority than 

"INCOHPAI H"; that is, if an item is inconpatible in the sense of both the 

sjmibds "INCOMPAT A" and "BCCHPAT R", the former symbol is placed in word 

24.. An item with a class marker greater than 75 can be marked "INGOMPAT A" 

instead of "INCOMPAT Z" only if the affix of the word does not correspond 

to any of the affixes tested for in the various analyzer programs. (See 

the descriptions of the individual programs.) This priority exists because 

the affixes are checked first by the analyzer programs. 

Since the three analyzer programs exist at present as separate 

programs in the Continuous Dictionary Run, they will be discussed 

individually. 

A. Noun Analyzer Program 

The noun analyzer program analyzes only noun morphological types, 

whose formal definition is given by the letter "N89 in character position 1 

of word 3 of a 30~word item. All other items on an input tape are copied 

directly without modification. 

The logic of the program is expressed in a tree structure (Flow Chart 

1 of Appendix D). The first branching within the tree is determined by the 

affix of the noun. The fastest way of recognizing the affix is to compare 

the affix of the text word with a complete list of affixes that can occur 
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legitimately In the varloue noun claaaea. To reduce the time spent in thia 

aearohj the list has been ordered ao that the moat frequently ooourring 

affixes appear at the head of the list (aee Sec. 8). 

Aft»r the program branches on the affix, an appropriate subtree is 

entered. The usual order of branching in the subtree, as a matter of 

efficiency, is by class marker and then by character positions 3 and 4 of 

the organized word. To reduce the number of instructions in the program, 

the integral component of the class marker is identified before the fractional 

component. Similarly, the fourth character position of the organized word 

is usually tested prior to the third character position. 

Character position 3 describes if the noun is animate or inanimate. 

Character position A divides the animate or inanimate classes further. By 

this subdivision the 38 classes created by the class markers are increased 

to 108, that is, there are 108 distinct paradigm classes for noun types. 

If the idealiaed dictionary were being used, there would be 108 different 

definiti©ß3 of D for the morphological type of nouns alone. 

B«feir© the analysis of the noun is started, the word is tested for 

an anaaalous stes, which is signified by a "l" in character position 12 of 

the orgaaiaed word. If a "l" is found, then the affix of the text word is 

oeaparsd with the affix stored in the dlctloüc y entry. If there is no 

aateh, this seaas that the dictionary itea cannot represent the text word. 

The item is labeled "INGOiSPAT A" and the process is terminated. If ther® 

is a match, or if the word Is not an anomalous stem, the analysis of the 

Word is started. Throughout the tree there are further tests for anomalous 

stems at various levels of branching. 

.. - 
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If a terminal of the tree, indicating oompatibility between the steal 

and affix, is reached, the case and rmmber is entered in word 2A of the 30- 

word item, where a character position is reserved for each case and number 

combination (Table 3-7) (also soe Fig. 3-17). The case coding was chosen 

to be mnemonic and the machine word is divided into two sections to express 

number, the first six characters representing the singular and the last six 

the plural. The gender is inserted into word 27 in the character position 

corresponding to the related information on case and number (Table 3-8). 

Character   1: S 
Character   2: G 
Character   3: A 
Character   fa C 
Character   5: I 
Character   6: P 
Character   7: N 
Character   8: G 
Character   9: A 
Character 10: G 
Character U: I 
Character 12: P 

if nominative singular 
if genitive singular 
if accusative singular 
if dative singular 
if instrumental singular 
if prepositional singular 
if nominative plural 
if genitive plural 
if accusative plural 
if dative plural 
if instrumental plural 
if prepositional plural 

Format of Word 2A of Augmented Text with 
Information on Case and Number for Noun 

and Mjectiva Morphological Types 

TAblS 3-7 

M - masculine 
F - feminine 
N - neuter 
B - masculine or neuter (adjective types only) 
A - masculine, ferinin©, or neuter 

Allowable Ghsraeters in Word 27 of Augmented Test for 
Gender of Noun and Adjective Morphological Types 

fmm 3-8 
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The unused oharacters of words 24- and 27 are filled with zaros. These unused 

characters are sometiKos changed to spaces or dashes befora'appearing on output 

lists designed for detailed linguistic study. Multiple lexical attributes 

are indicated by the presence of sore than one identifying character in 

words 24- ard 27. 

A "C^ rather than a "D" was used to represent the dative case because 

the letter "C, like the lattsrs "K", "G", "A", "I", and «♦P", can be used 

as an extractor in the Univac I, but "D" cannot. 

B. MjectivQ inalyaer Program 

In addition to analyzing the adjective morphological types (parti- 

ciples are-listed as adjectives in the experimental dictionary), which are 

identified by the letter "A" in character position 1 of word 3 of a 30-word 

item, the adjective analyzer program processes all the nonproductive morpho- 

logical types of Russian words, for example, pronouns, numerals, and prepo- 

sitions. The other items on an input tape are copied directly, without 

modification. 

ifhe logic of this program is expressed In a tree structure (Flow 

Oharfe 2 of Appendix D) similar to the tree of the noun program. After the 

initial anomalous stem test the first branching within the tree is detemlned 

by the affix of the adjective, and the adjectival affix list is ordered on 

frequency of oocurrenQs. 

After the progras branches on the affix, there is only a single 

cosaparisosa on the integral component of the class marker in the subtree.; 

With the ©xeeption of the anomalous stem tests, which are scattered 

throughout the program, this comparison determines the grasimatical inforaation 
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coDjpletely. When a compatible terminal of the tree is reached, the program 

inserts the case and number information into word 24. of the 30-word item, 

and the gender into word 27 of the same item in a format identical to the 

noun format (Tables 3-7 and 3-8). 

Another set of marks is added to the 30-word items of short form 

aod oomparatiTO adjectives. Any adjective with the affix "eö" is marked 

with a "l", and any adjective with the affix "e" is marked with a n2n in 

character position 8 of t^ie organized word« This indicates that the adjec- 

tive may function as a comparative adverb in a sentence. All short forms 

are marked in character position 9 of the organized word. Those with affires 

^#,,, "a", or "H" are marked with a nl" to indicate that the adjectives may 

function as verbs. Short forms with affixes "e" or "o" are marked with a 

n2n to indicate that the adjectives may function as verbs or adverbs. Forms 

with the affix M
M" are marked with a "3" to indicate that they may function 

as adverbs. The markings are summarized in Table 3-9. The main advantage 

derived from this marking is that the dictionary need not be cluttered with 

a large number of adverba, genuinely homographic with adjective entries. 

If an adjective ending in "ee" can be used only comparatively, the 

EB" is placed in word 24 to distinguish it from other 

Character 8: 1- if adjective ends ia "ee11                      | 
2 - if adjective ends in "©"                        i 

Character 9: 1- if edjectiTO ends in "#", "a", or "H" 
2- if adjective ends ia "e" or ^o"            | 
3~ if adjective ends in "M"                         j 

Allowable Characters in Character Positions 8 and 9 of the 
Organised Word for Adjectival Morphological Types 

TABI« 3-9 
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inooapatible adjectival forms. Such forma are inoompatlbla in ihm flense 

that no oasoj ouaber, end gender can be assigned to then. 

Only affixes of order one are oompared in the adjectival tree, sinoe 

the affixes of order zero refer only to the voioe of the sdjeotives, which 

is tested only if the initial analysis is successful. The adjectival entries 

in the dictionary are marked to indicate whether the 30-word dictionary items 

are reflexive (R), nonreflexive (0), or both reflexive and nonreflexive 

itesäs (A). If the symbol "R" or R0U is found (in character position 7 of 

word 26), the affix of order aero is checked for correspondence. If the 

affix matches, an nRn or a "O" is placed in character position 11 of word 

26. If the affix does not match, the previous grammatical information is 

erased and the symbol "UCOiSPAT R" is put into word 2A instead. If a 

reflexive affix of order zero is found, an additional test is made. Passive 

participles and nonparticipial ad^sctives cannot be reflexive, therefore 

character position 10 of the org&aiaed word is tested for an active parti- 

ciple. If an active participle is not found, the item is Incompatible. 

It is important to distinguish between the functions of the charac- 

ters in positions 7 and 11 in the organized word. The character in position 

7 indicates whether a reflexive or nonrafloxive adjective is permitted by 

that dictionary entry, while the character ia position 11 indicates whether 

the adjective is reflexive or nonreflexlve. As  an illustration, consider 

the typical adjective with a null affix of order zero and a delta (a)  in 

character position 7 of the organized word. Sensing the delta^ tha pro^m 

does not check'whether or not the voice of the adjective is compatible. 

Howsver, a zero (0) is placed into character position 11, so that a future 

prograa can iMsdiately sense th@ voice of the adjective. 
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The last test of adjectival morphological types determines whether 

a word such as noprHoa functions only as a nouh. In certain cases, 

depending on the affix and the animatamsa of the adjective (Table 3-10), 

the word cannot be in the accusative case, if the morphological adjective 

functions only as a noun, the accusative case lexical attribute can be 

eliminated 45$ of the time. 

Animate Inanimate 

Case Case 
Affix Frequency and Number 

Eliminated 
Affix Frequency and »umber 

Eliminated 

-ofi 8.1^ As -H3C 9.1% Ap 
-41© 5.0 Ap -oro 6.1 AD 
-0© 3.9 As -MX 4.6 Ap 
-Me 2.8 Ap -ero 1.3 As 
HUfi 2.0 As 21.1 % 
-«fi 1.6 As 
-ee 1.3 As 

24.7^ Total 45.85^ 

Expected Frequency of Occurrence of Affixes Which Can Heduce 
Ambiguity with Adjectivee Used as Nouns 

TABLE 3-10 

Since the pronouns and numerals are nonproductive types, that is to 

say, there is a finite and small group of each in the Bussian language, it 

is not practical to write a program to analyze the words» It is simpler to 

code the grammatical functioos of these words directly when preparing the 

30=-word it-ems for the dictionary« *  These words are therefore store*' 

and looked up as inflected forms«. The adjective analyser simply transposes 

the stored information into words 24 and 27 of the augmented text» 

During look-up, indeclinable words, that is^ words with the letter 

^I8 in character nosition 1 of word 3s  ar© selected on the basis of si 
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coüiparlson only. The adjective analyzer therefore compares the affixes and 

pasees only those items where the dictionary affix and text affix match. 

Otherwise the symbol "INCOMPAT I" is inserted into word ZU. 

In addition, if an indeclinable noun or an adjectival or nominal 

abbreviation is found, word 24 is filled with "NGACIPNGACIP" and word 27 

with ,lMAäAAMAAM,,, indicating that the item might be used in any case, 

number, and gender whatsoever. 

Co Verb Analyzer Program 

Tho verb analyzer program, the last of the three analyzer programs, 

analyzes only verb items, whose formal definition is given by the letter "V9 

in character position 1 of word 3 of a 30-word item. All other items on 

an input tape are copied directly, without modifications. 

The logic of this program is expressed in a tree structure (Flow 

Chart 3 of Appendix D) similar to the tree structures of the noun and adjec- 

tive analyzer programs. After the ioitial anomalous stem test, the first 

branching is determined by the affix of the verb, which is compared with the 

ordered list of affixes in the program« As with adjectives, only the affixes 

of order one are compared. For programming ease, the subtree entered after 

the first branching compares first on the integral portion of the class 

marker and then on the fractional portion of the class marker. 

If a verb is identified as being in either the present.or the future 

indicative, the ambiguity is resolved by checking character position 2 of 

the organized word (Table 3-11)• 

In most branches of the logical tree of the verb program the lexical 

attributes can be determined from the affix and class marker alone» The 
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N - imperfeotivo aapoot 
S - perfeotlv© aspeot 
Ü - momentary action (perfeotive) 
M - iterativ« action (laperfeotive) 
K - perfective or imperfeotive aopeot 

Notation of Charaoter Position 2 of Word 26 for Verb Entries 
TABUS 3-11 

tense and mood coding in the third semiorganized word is used as a check to 

ensure that the function to be assigned to the stem is an allowable function. 

In a few branches, however, the tense and mood code must be used to help 

determine the grammatical functions• (See in particular the subtree of the 

affix "M".) 

The markings for verbs differ signifioantJy from those for nouns and 

adjectives (Table 3-12). The first oix character positions in word 2U are 

reserved for person and number. The person and number of verbs in the 

present or future tenses are indicated by the expropriate character in any 

one of the first six initial character positions. Since for verbs in the 

past tense the person cannot be determined from the morphological charac- 

teristics, either all of the first three or all of the second three character 

positions are filled to designate number. For all verbs, the tense is given 

in character position 7, the gender is given in character position 8, and 

the mood in character position 9» Tb© affix of the verb of order sero is 

checked to determine its voice, which is noted in character position 10» 

The only type of essential homograpby present mithin verb forms is the dual 

interpretation of second person plural indicative and plural imperative of 

some verbs ending in the string "HT©K « Th© former interpretation is 

displayed, In word 24-, but an ®In is inserted into character position 11 to 

denote the homography. 
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Characters 1-6 

Option A: (Praaent and future"tenaos) 

V in character position 1 = 1st person singular 
2 = 2nd person singular' 
3 = 3rd person singular 
4 = 1st person plural 
5 = 2nd person plural 
6 = 3rd person plural 

Z " 
j n 

V " 
Z " 
j n 

n 
si 

u 
n 
ii 

M 

II 

II 

It 

II 

Option B: (Past tense) 

SSS in character positions 1-3 = 1st, 2nd, or 3rd person singular 
PPP "    "      "   4-6 = Ist, 2nd, or 3rd person plural 

Characters 7-12 

7J A = past (tense) 
B = present 
C = future 
X = present or future 

8: M = masculine (gender) 
F = feminine 
N = neuter 
A = eny 

9: D = indicative (mood) 
E = imperative 
F = infinitive 
G = gerund 

10: R = reflexive (voice) 
0 = nonreflexive 

(NOTE; This voice coding should not be confused with 
the same symbols used in the organized word where 
information is stored in advance of which voice the 
verb can take. This coding states the voice of the 
verb in each spesific occurrence.) 

11; X = special situation among some verbs with affix "MTS" 
which can be Ijoili 2nd person plural indicative and 
plural imperative» 

12: Not used 

(NOTE: i? a character position is not applicable, it 
is filled with a space« If a character position is 
used in the negative sense (eeg», not 1st person 
singular), it is filled with a zero which is later 
modified to a dashj 

Format of Word 24 of Augmented Text with Information 
on Person, Number., Tense, Gender,. Mood, and Voice for Verb Morphological Types 

TilBIE 3-12 
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tree, the voice 

The "R-0-Ä" 

If a verb passes through a compatible terminal of the 

is checked for compatibility. (See Sec. 5B for the details.) 

marks are in character position 3 of word 26 of verbal forme. 

It is necessary to note that character position 3 in word 26 and 

character position 10 in word 24 of verbal forms correspond to' character 

positions 7 and 11 in the organized word of adjectival forms.   The reason 

for using different character positions is purely historical.   At the time 

that this information was inserted into the experimental dictionary, some 

of the character positions had already been coded with other information. 

These codes had to remain frozen to avoid considerable reprogramming.    It 

would be highJy desirable to use the same character positions for both 

adjectival and verbal forms when reprogramming the dictionary for production 

purposes. 

The small set of verbal forms in which there is artificial factoring 

that generates a spurious affix of order zero (see Sec. 4fl) have to be 

handled in a special way by the verb analyzer program.    Before the main tree 

is entered, character position 12 of word 26 is checked for a "2"«    If it 

is found, and the text word has a non-null affix of order aero, the item is 

tested in a special tree, since the affix will not be analysed aorreotly 

otherwise.   This character position is tested again before the test for 

reflexivity is carried out, since any verb with a "2" ia nonref.'.exive ^ 

6.    Output of the Continuous Dictionary Run 

The following sentence from one of the texts in the Harvard tape 

library will be used to illustrate the output of the Continuous ßistionary 

Run:      "3TO ^xwryvspymoe mnpasememsmaeToti oömuo B pa^MOTÄHwe mpAou, 
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a om)CKT©JibH8fl TotiHocTB M3MepeHifw MccjieflyeMoro HBirpnxBmn xapaKTepMsyoTCA 

BejiMUKHoft OTHODäHHW HanpflKeHMH noji93Koro otrHBJia K cpe^Heuy KBaflpawwHouy 

HanpwxeH«» myua. Figure 3-20 shows the sentence in texthadic format. The 

analyzed Items are displayed in Fig. 3-21, and the sentence is shown in 

Fig. 3-22 in final form, after the homographs have been deleted. All the 

ambiguities that can be resolved by an analysis on a word-by-word basis have 

been removed. The resolution of the remaining ambiguities is a task left 

to a more sophisticated program (see Chap. 5). 

As a result of the word-by-word analysis, the following information 

is coded in columns 6 and 7 of the texthadic format (Fig. 3-22): The pronoun 

"3TO", the adjective "^JiyKTyMpyiomee", and the noun "HanpflxeHne" are neuter 

and either nominative singular or accusative singular. The adjective, in 

addition, can function adverbially. The verb "HasuBaeTcw" is third person 

singular, present tense, indicative, and reflexive; while the gender is 

undetermined. Following it is the short form adjective "OÖKKHO", that can 

function verbally or adverbially. The next word, the preposition "B", 

governs the accusative or the prepositional case. Next is the essential 

homograph pair of the noun "paÄHOTexHMKe", as indicated by the "1" and ""/o" 

following the text serial number. The first member of the pair is prepo- 

sitional singular masculine, while the second member is feminine end either 

dative or prepositional singular. The next noun, "myMOM", is instrumental 

singular masculine. 

After the comma is the conjunction "a", which precedes the adjective 

MOTHocKTeJIbHaA,,, which is nominative singular feminine. The noun "TO^HDCTb" 

is either nominative or accusative singular and feminine, and the next one, 

"jiSMepenwe", is neuter and either genitive singular, nominative plural, or 
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accusative plural.   The adjective "ncojie^yeMoro" is genitive or accusative 

singular.   If genitive, it can be masculine or neuter; but if accusative, 

it can only be masculine.   The coding for the noun "narpwiOHiie" is like 

that for "Mausp«»!©".   The verb nxapaKT9pw3ye-roflH is third person singular, 

either present or future tense, indicative, reflexive, and the gender is 

undetermined.   The following noun,  "sejawKirofi", is instrumental singular 

feminine. 

The coding for the noun "oTHomeHMe" is similar to that for 

"HanpracGHiie", which has been described previously, while that for the 

adjective "nojieaHoro" is similar to that for "McojieflyeMoro".   The noun 

"oHTHajia" is genitive singular masculine.   The preposition "K", which 

governs the dative case, follows, preceding the two adjectives "cpeflHsny" 

and "KBaflpaTJWHDMy", which are dative singular and either masculine or 

neuter.   The next noun,  "HanpflseHino", is dative singular neuter, and the 

last word,  the noun^'nyua", is genitive singular masculine. 

f 
Of the seven homograph sets contained in the sentence, six were 

resolved by the analyzer programs as follows (Fig. 3-22)s 

The two dictionary entries for "H83HBaeTCH" differ in the third 

character position of the organized word. One entry was intended for 

reflexive forms of the verb and the other entry for nonreflexive formso 

The homographic pair "pa^MOTexHKKe" is an essential homograph. 

Since the homograph cannot be resolved, without a consideration of context, 

its resolution is left to a future program. 

f :'  ''^"ttogrftph set consists of two or more dictionary entries, looked up 
by the same inflected form, that are successfully analyzed by the 
analyzer programs. 
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There are two sets of three homographs referring to the same dictionary 

stems, "myMOu" and "mywa" , In both cases, both the adjectival and verbal 

stems are inoompatible, leaving only a single compatible nominal entry. The 

adjectival stem is an example of a stem automatically marked by the anomalous 

stem routine (note the "1" in character position 12 of column 5)« 

The next homographic pair is resolved, since the indeclinable 

dictionary entry refers only to "oTHOCOT©JibH-o" and not to "oTHOCMTQjibH-afl". 

The next homographic pair is resolved in the same manner, the indeclinable 

entry referring only to "nojieaH-o" and not to "nojisaH-oro". 

The verbal entry for "cwrHajia" is rejected, since the affix "a" in 

a verb is an indication of a past tense and there is no signal in column 8 

that a past tense (B3) can occur with the stem "onrHaji" . 

7. Reliability of the Harvard Automatic Dictionary 

The reliability of the Harvard Automatic Dictionary and of the look- 

up routines constituting the Continuous Dictionary Run is tested periodically 

22 
by means of the output of Frequency Runs.  A list, containing every 

distinct inflected form from every text in the Harvard tape library, together 

with the frequency of occurrence of each form, is kept on tape. (Ref. 

23 contains a list of all texts in the tape library») The latest test, 

Frequency Run V, processed in January I960, was based on 107,097 words of 

text consisting of 14,698 distinct inflected forms. 

A selection from the output of the latest test run is shown in 

Fig. 3-23• Several items of special interest that appear on this excerpt 
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are two homograph aets, "ueTanji-a" and "MSTWUI-K"j a problem set/ "Mei-os"; 

a misapelled word, MueTBJuiOT90ji-iix"«a8 well as four words that were mlesing 

from the dictionary.   Two of these missing words have been analyzed by the 

21 missipg ^ord analyzer,     "uöTSüuiooreiüiHHH-oß" and "u8TaJUIyp^wecK-o*i;,,, while 

the other two, "weTeop-oB" and "ueT«op-H"; could not be analyzed by that 

routine and are listed as missing words. 

To find errors in the output, three supplementary lists were pro- 

duced;    a list of homograph sets (Fig. J'-ZA), a list of problem aets 

(Fig. 3-25), and a list of all the incompatible items from the main output 

sorted by class (Fig. 3-26). 

Only a single error was noted on the list of incompatible items. 

This error was noted again on the list of problem sets.   The information 

gleaned from the homograph set list and the problem set list is summarized 

in Tables 3-13 and 3-M.   The data refers to the distinct inflected forms 

as well as to the text occurrences, so that a clear picture of the magnitude 

of errors in the dictionary and the associated routines can be discerned. 

The homographs that were found in the output of Frequency Run V have 

been classified into six groups.    The first and by far the largest group 

consists of the essential, or genuine, homograph sets.    One membisr of every 

homograph set in the second group is a short form adjective whose existence 

is questionable but which has been left in the dictionary, since there is 

as yet no reliable source of information on this subject <. 

The homograph sets in the third group are due to duplicate entries 

in the dictionary, whereas those in the fourth group are caused by coding 

^ A problem set consists of one or more dictionary entries which have been 
looked up by the aame inflected fora^and which all have been identified 
as incompatible items by the analyzer programs. 
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Dl'otlnot 
Inflected 
Forss 

Ttxt 
Ooourrenoes 

1. Easentlol homographs 165   467c 42U ut 
2« Short fora adjdotlyes 83   23 360 7 

3* Dup.UoatoB in diotionary 61   17 254 5 

4.. Olotionary coding srrora a    12 156 3 

5* Words not In olaaaeo 4   1 6 - 

6. Analyaer errors 1 15 - 

358 5005 

358 out of M,698 distinct inflootod forms (2./^) 

5,005 out of 104,097 tfords of text (4.8^) 

SuDsiery of Hofflograph Set list, Frequency Run V, January I960 

TABIE 3-X3 

Distinct 
Inflected 
Forms 

Text 
Occurrences 

1. Words missing from diction ary 62 41#> 203   56f' 

2. Typographical errors 63 42 72   20 

3« Dictionary coding errors 23  15 80   22 

4« Aaalyaer errors 2  1 9    2 

150 364 

150 out of 14,698 distinct inflected foras (l ,0® 

364 out of 104,097 words of text (0*3$) 

SuKiary of Problem Sets, Frequency 

m 3-14. 
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errors in the diotionary. Homograph sets originating fron worda that cannot 

be olassified into noraal olasses (words with class merkars greater than 75) 

are listed in the fifth group, while the last group is reserved for holo- 

graph sets caused by errors in the analyaer programs. 

While the homographs in groups 1, 2, and 5 are considered essential 

at present, the errors that caused the other homograph sets have been 

corrected. 

Examples of homograph sets belonging to the first five groups may 

be found in Fig. 3-24. The pertinent groups have been marked to the right 

of the column containing the transliterated Russian word. The assignment 

of the homograph sets to the six groups is self-evident, perhaps with the 

exception of the homograph sets with the verb stem "fly^" . This verb can 

exist only in the reflexive voice, but the dictionary entry was not appropri- 

ately marked in character position 3 of the organized word. 

The data of Table 3-13 indicates that almost 5%of the words 

occurring in the texts on the Harvard tape library refer to homographic 

dictionary entries. Although any given homograph set is a function of the 

morphological classes that have been assigned to the individual members of 

the set, and in that manner a function of the organization of the Harvard 

Automatic Dictionary, the latitude allowed the coders is not great. It is 

therefore Ukely that any other automatic dictionary would have to be capable 

of handling homograph sets that occur with approximately the same frequency. 

In the present dictionary, fewer than 0*5%of  the words in texts 

refer to homograph sets due to errors. 

The problem sets have also been classified Into groups (Table 3-14)• 

The first group consists of problem sets created by the absence of a text word 
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from the dictionary. If the stem of the text word is hoMographic nith the 

stem of another Russian word represented in the diotionary and subsequently 

rejected by the analyzer programs, the problea set ooours. It is important 

to note that not every text word missing from the diotionary results in a 

problem set. The majority of words missing from the dictionary is, of 

course, not homographic with the stem of another word. New words not hono- 

graphic with other stems are listed as missing words with no English corre- 

spondents and no grammar codes, unless such codes can be assigned by the 

missing word analyser. 

Another group of problem sets is due to typographical errors, gener- 

ated when the text is being typed onto a magnetic tape. Here, too, not every 

word typed erroneously results in a problem set. Host appear as missing 

words. A mistyped word can result in a problem set only in one of two 

circumstances. Either the typographical error is in the affix and the ana- 

lyzer program cannot correlate the incorrect affix with the stem, or the 

error is in a stem which coincldentally is identical to the stem of another 

dictionary word. 

The other two groups of problem sets are due to dictionary coding 

errors and errors in the analyzer programs. All such errors discovered 

through reference to the homograph list and the problem set list have been 

corrected. 

Examples of the first three types of problem sets are illustrated 

in Fig. 3-25» The word KOJIB , an alternate form of KOJIH , is missing from 

the dictionary, but is homographic with the same stem from the forms nKomu 

and "KOjno", the latter from the paradigm of KOjoxb . Two misspellings are 

on the list: "smeHHo" was spelled "MeHHio" and "KBa^paTa" Was spelled 
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"KBE^pato", The other two examples are due to dictionary errors. The adjec- 

tive ÄOKpoHHwft (form "MOKpeHHwo") was miBolassified into class Al instead 

of A5, while the abbreviation WH-T was listed as being indeclinable when 

it oen be declined, as "HH-Ta". 

Problem sets are created by text words extremely rarely (0.35Q, and 

those due to dictionary errors occur even more seldom (less than 0.17» of 

the time). 

8. Frequency of Occurrences of Affixes 

Since the three word analyzer programs are used to analyze every 

Russian word of the noun, adjective, or verb morphological types, it was 

desirable to resolve several statistical questions in order to reduce the 

time involved in passing through the logical trees of these three programs. 

In the main branch of each program the affix of the text word is 

compared against a list of affixes stored in memory. If the affix lists are 

stored in order of decreasing frequency of occurrence, the least time will 

be spent passing through the trees, SJ.nce the data that is processed by the 

analyzer programs is the raw output of dictionary look-up, the statistics 

should reflect the frequency of occurrence of all 30-word dictionary items, 

both compatible and inoompatible. 

Frequency Run V has already been considered in Sec. 7,.where the 

individual, entries have been studied for indication of error. This data also 

has been reduced to obtain the desired frequencies» 

Svery 30-word Item in the analyzer output is compressed until only 

the morphological type, affix, class marker, an index whether the item is 

compatible or incompatible, and the frequency of occurrence of the item are 
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kept. This information is sorted and then accumulated (Table 1 of Appendix 

E). In the table the three keys, in deoreasing order, are the assigned 

morphological type, the affix, and the class marker. The totals for each 

summation are divided into compatible and Incompatible items. The totals 

for the affixes within the major morphological types have been sorted by 

frequency of occurrence (Tables 2 to 4. of Appendix E). This is the order 

in which the affixes must be listed in the analyzer programs to reduce the 

scanning time. 

The figures in Table 1 in Appendix E have been summarized further 

in Table 3-15. It must be noted that there is not a one-to-one correspondence 

between the figures in Sec. 7 and those of Table 3-15, sinoe a distinct 

inflected form may refer to more than one dictionary entry. 

Morphological 
Type 

Total Entries Compatible Incompatible 

Noun 35,875 33,030 2,845 

Indeclinable 32,166 27,271 4,895 

Adjective 24,312 18,807 5,505 

Verb 22,265 10,200 12,065 

Pronoun 8,225 8,223 2 

Numeral 1,381 

124,224 

1,276 

98,807 

105 

25,417 

(79.5%) (20.57») 

Miscellaneous 30,012 

154,236 

Summary of Dictionary Entries Looked Up in Frequency Run V 

TABI£ 3-15 
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The reason for selecting' the analjraer programs and other related 

procedures as the method for determining the compatibility and lexical 

attributes of the various word types was based on the development of the 

existing experimental system. The reduction in efficiency due to this 

method can be determined by studying the ratio of incompatible items that 

have to be carried through up to the homograph delete routine in the 

Continuous Dictionary Run (Fig. 3-1). The 20^"jor&tio is an indication 

of the useless data being carried through the several routines. The necessity 

for this could be eliminated by more efficient coding procedures and a larger 

internal memory. 

The difficulties caused by the large number of dictionary stems in 

each verb paradigm are pointed out by the statistic that almost half of the 

incompatible items are verbs. The large number of stems are a result of the 

affixes factored by the inverse inflection algorithm (Sec. 2B). 

The 30,012 miscellaneous items that are appended to the main list 

' include punctuation marks, editorial comments made by typists during text 

transcription, and words that were not found in the dictionary. A rough 

estimate of the number of missing words is 5,000. The missing words include 

many proper names and most of the typographical errors generated during 

transcription. 
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CMPTEIU 

A MCDEL FOB MTÜML LANGUAO 

1. Introduction 

It is helpful to construct a theoretical foundation to explain the 

important features of a predictive syntactic analysis technique for the 

Russian language, empirically devised by Rhodes and adopted with modifi- 

cations at Harvard University (see Chapter 5). A working model of natural 

language that can be analyzed by this technique is presented in this 

chapter. This model is based on the formalization of the syntax of 

2 
iukaslewicz' parenthesis-free notation given by Burks, Warren,and Wright, 

on the linguistic model of Chomsky/' and on Oettinger's theory of 

5 
syntactic analysis.  This theory utilizes a storage device consisting of a 

lineer array of storage elements, in which information is entered and removed 

from one end only in accordance with a ,1 last-in-first-out" principle. Among 

programmers this storage device has come to be known as a pushdown store. 

The importance of the pushdown store for a similar analysis was recognized 

independently by Samelson and Bauer.  Familiarity with the Burks, Warren, 

and Wright paper is assumed in this chapter. 

The technique of predictive syntactic analysis is based on the 

observation that in scanning a Russian sentence from left to right, it is 

possible, on the one hand, to make predictions about the syntactic structures 

that occur further to the right, and on the other hand, to determine the 

syntactic role of the word currently being examined by testing it against 

the previously made predictions that it might fulfill. The predictions are 
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ßtored in a prediction pool, a device with oharacteristicc approximately 

thoeo of a simple pushdown store, as described by Oettinger. Predictions 

are tested for fulfillment downward from the top of the prediction pool, but 

new predictions are always entered at the top of the pool. 

In his phrase structure model for the synthesis of English sentences, 

Chomsky has related the syntactic roles of the words in a sentence to each 

other by a hierarchy of grammatical rules expressed in the form 

X1—>Yi, 

where I. is formed from X. by the replacement of a single symbol of X. by 

some string of one or more symbols. The vocabulary that characterizes the 

terminal strings is the set of English words of the sentence being synthe- 

sized (Fig. 4.-1) • The rules for the derivation of the sample sentence of 

Fig. 4,-1 are given In Table 4.-1. 

Sentence 

the    man 

the   ball 

Derivation of the Sentence; "The man hit the ball", 

Fig. 4.-1 
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Sontenoe —>NP^ • VP 

NP- —»-T + N 

VP- —->V ♦ NP 

T —> the 

N- —>-maa, ball 

v- -♦hit 

NP - noun phrase 

VP - verb phrase 

T - artiole 

N - noun 

V - verb 

Rules for the Derivation of the Sentences "The man hit the ball". 

TABLB 4-1 

A statement in the iukasiewicz' parenthesis-free notation, as 

desorlbed by Burks, Warren and Wright, oan be represented by a tree-like 

structure, paralleling Chomsky's representation for sentence synthesis. 

In the illustration (Fig. A-2) three different types of characters are 

usedj the monadic functor N, the dyadic functor A, and the variables x.. 

A 

Representation of the Formula A = Mx, fc, Nx-. 

Fig. 4.-2 

The set of functors in the parenthesis-free notation is analogous 

to the set of characters,, such as "NP, "VP, "K", etc., in the intermediate 

language of phrase structural the set of variables in the parenthesis-free 



4-4 

notation is analogoua to the set of characters, the Boglish words, in the 

terminal language. 

Oettlnger' s syntactic analysis theory is based on the proof of a 

"^j-theorem" for the algorithms that he has proposed. Let A, which repre- 

sents any formula in the universe of formulas to be analyzed, be split into 

a head A„, a middle A., and a tail A-, suoh that A = AjAA«. ^j is assumed 

to be "well-formed", while A-, and 6- axe arbitrary residues determined by 

the choice of A.. The theorem states that if, at a certain point in the 

left-to-right syntactic analysis of A, (1) Ay has been analyzed, (2) the 

output of the analysis is a function of Aj., and (3) the content of the 

pushdown store is a function of Aj. only, then at a later point, after Aj 

has been analyzed, the output will be a function of both Ag and A,, but the 

pushdown store still will be the function of Ag .as in condition (3)« 

Oettinger has defined a set of three parenthetic notations; the 

familiar full parenthetic notation, a left parenthetic notation in which 

all the right parentheses have been removed from the full parenthetic 

notation, and a right parenthetic notation in which all the left parentheses 

have been removed from the full parenthetic notation (Fig. 4.-3)« With the 

Aj-theorem, he has shown the feasibility of translating between the 

parenthesis-free notation and any one of the several alternative parenthetic 

notations. The translation algorithms, which also yield syntactic analyses 

of the formulas, have the following interesting properties; 

1. The internal storage consists essentially of a 

single pushdown store. 
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2. The input formula is scanned in one direction only. 

Each character in the input formula is used onoe and 

only once and in sequence. 

3. The algorithms translate successfully if and only if the 

input formula is well-formed. 

Full parenthetic: (-((XJ+XJ)   • Xj)) 

Left parenthetic: i~ii*l + ^ * x3   | 

Right parenthetic: -^ + x^  • x^))    ! 

Parenthesis-free: N M x- A x^ 

Illustration of the Various Parenthetic Notations and the 
Parenthesis-FTee Notation 

Fig. 4-3 

Several limitations of both the syntax of parenthesis-free 

notation and the phrase structure grammar led to the development of a 

new model. In a natural language a well-formed subordinate qualifier, 

such as a phrase or clause, can be added to or taken away from a well- 

formed sentence with the resultant sentence remaining well-formed. This 

property must be reflected in a model. If a well-formed string of 

characters is added to or taken away from a well-formed formula in the 

parenthesis-free notation, the resultant formula is not well-formed. 

Other difficulties also arise with the phrase structure model, which 

was designed from the point of view of sentence synthesis rather than of 

sentence analysis. 

To provide a theoretical basis for the analysis of natural 

language and to account for some of its features, a new model of natural 
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language, characterized jy the "essential" formula (Sec. 2), which is 

analogous to the well-formed formula for artificial languages, is offered 

in this chapter. In Sec. 3 are presented several algorithms, with a 

^-theorem for each. Certain fundamental modifications to essential 

formulas are proposed in Sec. A, and the relationship of the model to 

natural language is presented in Sec. 5. 

The essential formula and its subsequent modification are a logical 

method for developing a model, corresponding in several characteristics to 

natural language. This model is not unique but has several attractive 

properties. 

In the development of the algorithms (Sees. 3 and A), Iverson's 

notation (Appendix A) will be used. 

2. The Essential Formula 

The concepts and notation of Burks, Warren, and Wright will be used 

wherever possible. 

Consider a language char' oterized as follows; 

Definition.-!; Any finite sequence of characters, Including 

the null sequence, is a formula. 

"A" will designate the null formula. In general, lower case Greek 

letters will signify single characters, whereas upper case Greek letters will 

signify strings of characters or entire formulas. On occasion, formulas 

will be considered as vectors of characters. The following terminology will 

be used for formulas; 



4-7 

Let A= UV,  where the juxtapoeltion of "$>*  and 9V}/,, denotes 

the concatenation of the formulas ^ and ^ . Commas to indioate 

concatenated for.nulas may or may not be supplied. 

(a) The length L(A) of A is the number of characters in A. 

(b) The head h (A) is the unique formula ^ , such that if 

i < L(A), then L(<t>) = ij and if i > L(A), then 

h1(A) = A. 

(o) The tail t^A) is the unique formula^ , such that if 

j < L{A), then L{^) = Jj and if j > L(A), then 

t^A) = A. 

(d) The proper head h (A) is the unique formula 't3, such 

that if i < L(A), then L($) = i. 

(e) The proper tail t^(A) is the unique formula VJ/, such 

that if J < L(A), then L(^ ) = j. 

A head h(A) or a tail t(A) will be written without the superscripts 

whenever this simpler notation is unambiguous. 

Definition 3; Every character of a formula is either a functor 

(n) 
Fi ' or a variable x.. 

Definition 4-s The three measures, weight (W), degree (D), and 

measure. (M), are defined as follows: 

[    8 W(8)        D(S)       M(S) 

xi 

\4n) 
1               0             -1 

1-n           n             n     j (n> 0) 
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Subscripts on a functor or a variable will be used for identification 

purposes and have no inherent significance. Superscripts on a functor will 

be used to indicate the measure of the functor. 

Definition 5; The weight, degree, and measure of a formula are 

equal, respectively, to the sums of the weights, degrees, 

and measures of the characters of the formula. 

Definition 6; A formula A is essential if and only if 

11(A) = 0 and M^Jhte)] > 0. 

Example 1. Let A, = FJ3^ x^F^X-x.x.. 

M(S) = 3, -1, -1, 2, -1, -1, -1 

«[h^)] = 3, 2, 1, 3, 2, 1, 0 

Since M^) = 0 and M^Jh^)] > 0, A is essential.   ^ = ^Fp'XgX-F^'x. 

is nonessential, since Mj^jjM^j] = -l«   A^ = Fi   xiF2     2X3 is nonessentlal, 

since M(AJ = 1. 

Definition 7;    A sgcjigfl A   of a formula A consists of any contiguous 
3 

set of characters of A such that L(A J < L(A). If L(A ) < L(A), 
a 8 

then A   is a proper section. 

Definition 8i    If an essential formule A has an essential proper 

section A . then A is reducible.   Conversely, if A has no 

essential proper section A , A is irreducible. 

Example 2»   A, ~ ^i   xi^2   3^3CTK/ ^s an essen'tial reducible formula 

with an essential proper section F«   x2 that is irreducible. 



4-9 

Definition 9» A is a positive formula If and only if 

Lemna 1 

Bvery essential formula is a positive formula. 

PROOFj Consider an essential formula A = AjA,, where L(Aj = n > 0. 

Since M(A) = 0 and M(AH) >: 0, MCA-) < 0. Consider the characters in A-: 

(a) if there are any functors in ZL, 

- T  M(xi) >^ uirj, 

and since UiF^ > -^{F^ by Def. A, it follows that 

hence, since -M(x) = W(x) by Def. 4, 

xi€^p xi€AT 

Therefore, 

Z/    W^i^ + L,    W^ri^ >0, andW^V >0, 
x
i€^r Fi€ 
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(b) if there are no functors in ZL, 

- ^T M^) = J^    W(xi) > 0, and *(/%) >0. 

Since this holds for every n, 0 < n < L(A), A must be positive. 

Theorem 1 

Kvery essential formula is either of the form 

In) 
F* 'x x ,,...,x^x,, or else it is reducible, 

n n-i   ^2 i 

(B) 
PROOF» Consider an essential formula A = 4Ai> where ZL, = P 'x x ,, ..., x x. 

and F^;8'' is the rightmost functor of A. The measure Mpj,8'! = s is less than 

or equal to n, for otherwise A would not be a positive formula, as is 

guaranteed by Lemma 1. Therefore, n - s + 1 > 1, and there is a section, 

A = Fl 'x x ,,...,x  ,, which is essential. If s = n and A,-, = A , then 
s  r  n n-i'   n-s«-!' Ti   ' 

A= A and is of the form F  x x ,,...,x^x,. Otherwise, A is a proper 

essential section of A (indeed, A is irreducible), and A is reducible. 
8 

Corollary 1 

Every essential formula contains at least one functor. 

Corollary 2 

An essential formula with one and only one functor is 

irreducible. 

rem da 

If A = AjAA, is a reducible essential formula, with a proper 

essential section A , then the formula AL, 
= A^A,, resulting 

from the removal of A , is also an essential formula. 
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PROOF:   IICAJ > 0 and M(Ae) = 0, honoe H^g) = M^).   But 

MlAj,) = -M^jAg)» sinoe M(A) a 0.   Hence, MtAj,) = -«(Ag), and 

M^) = II(^) = 0. 

Sinoe M^) = M^), M^)] > 0 and M^, Afll H^)] > 0, 

it fdlowfl that «n^^» Hbj]   > 0 and Mmin[h(Ap)] > 0.   Therefore ^ 

is an eesential formula. 

Example 3a.   A = F|   ^ *2   ^j***/» A
s ^ 

P2   3C2» anä 

^ = Fl3)xlx3x4- 

Theorem 2b 

If A = AJJA- is an essential formula end A   is a second 

essential formula, then the formula A_ = AjAA,., resulting 

from the insertion of A , is an essential formula. 
a 

PROOF:    Since M(Aß) = 0 and M(A) = 0, M(Ar) = 0.   Since M^AJJ) > 0 and 

MminNA
S^]  -0' Mmin[V hM   *0'   Also' sinc9 Mmink> h^)]  ^ 

and M(AS) = 0, it follows that «„^[VV h(V] * ^minN^-^   -0' 

Therefore A   is an essential formula. 

Example 3b.   A = Fi   x^x^X,, A   = Fp 'x,, and 

Theorem 2 leads to the following definitionss 

Pefinition IQt Starting with any functor in an essential 

formula A, consider as a segment ][ (A) the shortest 

section to the right of, and including,  the functor. 

such that Z(A)i  = 0. 
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Lemina 2 

Every essential formula A has a segment Z (A). 

PHDOF: An indirect proof will be used. A coütradiotion will be deduced 

frcn the hypothesis that an essential formula A does not have a segment 

1(A). If A does not have a segment Z(A), then M|t(A)l > 0, where 

h [t(A)J is any functor in A, since ijh [t(A)]j > 0, and the variable is 

the only character whose measure is less than 0. If A = lh(A), t(A)l, then 

M[h(A)] > 0, since A is an essential formula. But M(A) = ll[h(A) + M [t(A)] > 0, 

providing the contradiction. 

Definition 11; Let A = AJJ, I (A), ZL,. If the segment ][ (A) 

is extracted from A, then the result of the concatenation 

of the residual head and tail of A, P(A) = AJL,, is the 

residue of the original formula A.  Z(A) and P(A) together 

constitute a reduced.set of the original essential formula A. 

Lemma 3 

If A is an essential formula, then both Z(A) and P(A) 

of every reduced set are essential formulas. 

PROOFJ Since the first character of Z is a functor such that M h ( Z) *■ 0J 

and since the variable is the only type of character whose measure is less 

than zero, then, for the smallest group of contiguous characters to the right 

of and including the functor, for which M(Z) = 0* it follows that 

^ j h(Z) S 0 and that Z is an essential foraulao 

If an essential formula is divided into a segment and a residue, and 

the segment is an' essential fomula^ th@a by TheoTOB 2a the residue must be an 

össential formula» 
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Definition 12; A oompletely rediioed eet of an eBBentlal 

formula consists of a set of Irreducible essential 

formulas obtained by treating both the segment and the 

residue of a reduced set of the essential formula as 

essential formulae, and by iterating the process of 

dividing every such eseential formula into a reduced set. 

Definition 13; A variable is aflaooiated with a functor if the 

variable and functor are menbera of the same irreducible 

essential formula of a ocopletely reduced set. 

Example 4» A = J1} *, $2     2 A     ^VW A reduced Be^ o:f A 

is ^2     2 F3  3XAX5 and Fl  lx6* An0'fcher TBävuieA  set of A is F^ ^x3 
(2)   (3) (2) 

and F£ 'x, ^o X2XAX^X6' A completely reduced set of A is F] x^x,, 

Fg ^XjX.X- and F^ ^x . 

Lemma 4- 

The completely reduced oet of an oasential formula 

containing one functor (i.e., an irreducible essential 

formula) is unique, namely, iteelf. 

FBDOFi    Lemma 4- is an immediate consequence of Dof. 12. 

If an essential formula A is divided into a reduced 

set consisting of a segment £!(A) and of a residue 

P(A)j then aisy irredueibls essential section A   of A 

must either b® contained catirsly within £ or lie 

entirely outside of £ . 



PROOF:    Since  Y, &n^ A each consist of contiguous characters, the only 

alternatives to the possibilities stated in the Lemma are that either 

tp(As) = h( D or that hp(As) = t( Z). 

The former is impossible by Def. 10 and Theorem 1, since h (Z) a F,, 

and t (A ) can contain no functor, p   s 

To prove that the latter is impossible, let   £ = $ I', suoh that 

^= h (As).   Mm1r|(4>) i 0, Mmlll(t) > 0, and therefore M[I(A)] > 0, which 

contradicts the definition of a segment. 

Lemma 6 

Let an essential formula A differ from an essential 

formula A by some irreducible essential formula A rf s 

extracted from A or added to A by the appropriate 

process of Theorem 2. Consider a reduced set Z (\) 

and P(A ) of A : 
r'   r 

(a) If X(A ) contains A , and A is divided into a 
r        s 

reduced set, Z (A) and P(A), such that either 

Z(A) = A or hl[Uü] =  h1[Z(Ar)] = F^ then 

F(Ar) =F(A), and the residue, P[Z(Ar)], of 

Z(A.) when A is removed, is identical to ZO^)* 

(b) If P(AJ contains A , and A is divided into a 

reduced set, Z(A) and P(A), such that 

h:L[Z(A)J = iqZCA )] = F., then 

ZCAj.) = 1(A), and the residue,P[P (Ap)] j öf 

P(A ) when A is removed, is identical to F(A). 
r     s 
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PfiOQPi    (of Lesaaa 6a} 

(A) Z (A) =» A, which is equivalent to saying that Pi Is the 

funotor of A •   This Is the trivial case for whloh I(ZL)-" A » 

1(A) a A , aadA = P(A) »P(^). 

(B) ft Is not the funotor of Aa.   h
k[Z(A)   a h [KA^.)], where 

hVA  xi^VllAJ. 
"■"0 I 

KV = [hk{Z(A)}, A8, t{Z(Ai.)}] and 1(A) - [hk{l(A)}, t{l(A|]  . 

Since M(AB) = 0, M[hk{Z(A)}, Afl] - M[hk{l(A)}] .   Since M[Z(A)] « «[l(V] a 0' 

u[t{Z(A)}] a M(t{l(Ail)}].   Also, by Theorem 2, if A =• A^ and A^ =» AgA^i 

then h1[t{Z(A)}]   = ^[tfl^)}].   It follows that t[l(A)] =» t[Z(Ar)], 

since both strings are identical.   P(A) 3 P(Ai,) and P[Z(Ai.)] 
3 Z(A) when 

PBOOF:    (of LoEssa 6b) 

Since all the characters of Z (A, ) are characters of A,  Z(A) a Z(Au) 

byDefs. 8 and 10.   P^) differs from?(A) by AB.   Take Z[P(Ai.)], suoh 

that the functor of Aa is the first functor of Z^Ap) J P[P(Ar)] = P(A) 

by hema 6a, wherein the A, A, , and A   of Lemma 6a are the P(ä), P(A, ), and 

A   of 
8 

The result of the collection of a completely reduced set of 

a segment Z 0^ aa essential formula A and of a completely 

reduced set of the corresponding residue P of A is a 

completely reduced set of A. 

s The Lemma is a direct consequence of Def. 11, Def. 12 and Lemma 3- 
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yheorem 3 

»very eeeeatial formula A haß a unique oompletely reduced eat. 

The proof of this theorem euggeflte c teohnlque for obtalnJa« 

the completely redaoed set of A* 

PBDCF» The proof is by induotion on the number n of functors in A. 

(a) n a li by Lemma A« 

(b) n > li assume the theorem is true for all k < n. 

Eeduoe A into a eegment £(A) and a residue P(A). Consider the 

irreducible essential segment A whose head is the rightmost functor of A 

(Theorem 1). 

Case 1J The segment I,(A) = A . By the inductive hypothesis, the 

residue ^(A), containing n-1 functors, has a unique completely reduced set» 

In this case the combination of this set with A in the manner of Lemma 7 
s 

gives the desired result» 

Case 2t   The segment ZoCA) V A . 

(a) Zo^) contains A , which can be written as A = Z-JZpCA)], 

such that A^ = Pp(A) and A, = P^ [lo^) • %? Lemma 6a, wherein the P-^A), A, 

and A of this theorem are the A, A, , and A of Lemma 6a, P?(A) = A, and is 

identical to the residue, P/[PT(A) , remaining when a segment, Z,[P-i(A)J, 

Ptarting with the same functor as ^(A)» is removed from P-,(A), and 

^[Pl^] 3 %' 
(b) P2(A) contains A , which can be written as A s Y.»  Po^J > 

such that A. ~ Hn^) mA &> " ^1 ^2^ * S^ Lemma 6b, wherein the P-, (A), A, 

and A of this theorem are the A, A , and A of Lemma 6b, Zo(A) s A. and is 
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identical to the segment, Z/P-^A) , starting with the same functor as 

I2{A), andPjP^A)] = A,. 

By the inductive hypothesis, each of A^^ and A, in (a) and (b) has a 

unique completely reduoed set. It has been shown that A,, and Ag are a 

reduced set of P1(A), hence the collection of their completely reduced 

sets is the completely reduced set of P-^A) (Lemma 7), which proves the 

theorem. 

3. Algorithms to Test for Essential Formulas 

The basic essential formula of Sec. 2 bears little resemblance to 

syntactic analogues in any natural language, so that additions and 

modifications have to be made to the initial definitions of an essential 

formula to bring the language model closer to natural language. The 

first proposed algorithm provides a mechanism for testing whether or not 

a formula is essential (Sec. 3A), while the next two algorithms make 

similar tests on modified versions of an essential formula (Sec. 3B and 

Sec. 3C). 

A notation for paths through flow diagrams will be useful. In a 

flow diagram, such as Program 4.-1, the expression (x,y) will be used to 

express any path starting at and including step x and terminating at but 

not including step y. If more than two symbols, for example, (x,Uj,v,y), 

are used, the path must pass through the intermediate steps, steps u and 

v, in order, before terminating at step y. The expression x/y indicates 

that there is a direct transfer from step x to step y after the operation 

of step x. This is shown in the diagram by .j,n arrow» 
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A. The Basic Algorithm 

An algorithm is introduced to test an arbitrary formula to determine 

whether or not it is essential. The algorithm, called Algorithm 1 

(Program 4.-1), provides a mechanism whereby parentheses are placed around 

every segment of a reduced set of the formula on the same left-to-right pass 

that determines whether the formula is essential. 

The symbols^Q and <$, represent the input and output files that may- 

contain part or all of a formula (Table 4.-2). $, and ^ are initialized 

(Steps 1 and 2). In step 3, a character is read out of ^Q* This character 

is identified either as a functor or a variable in step 4« If the character 

is a functor, a left parenthesis and the functor are written on ^ (Step 5)« 

The set of characters comprising the identity permutation vector v,  with 

L(j/) = M(F.), is written on file %^n  the forward direction in step 6, after 

which the process returns to step 3« These steps will remain invariable, even 

after various restrictions are applied to essential formulas. 

It should be noted that while $„ and $, are read and written, 

respectively, in the forward direction only (corresponding to normal left- 

to-right reading and writing), $„, the prediction pool, is written in the 

forward direction and read in the backward direction, that is, is written 

from left to right but read from right to left« The mechanism of writing In 

the forward direction and then reading in the backward direction is equivalent 

to the operation of a pushdown store. The Individual characters written 

on $2 will be referred to as predictions. 
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*. Input file containing arbitrary formula. 

*. Output file. 

*. Prediction pool. 

c 

b,b 

F 

B(X) 

Hindsight file (Algorithms U  and 5 only). 

Current character under consideration. 

Current prediction or set of predictions from 
prediction pool. 

Set of functors. 

Class to which variable x belongs. 
(Algorithms 2-5 only) 

Alternative arguments of current variable. 
(Algorithms 4- and 5 only) 

Possible preferred arguments. 
(Algorithms 4 and 5 only) 

Symbols for AlgoritmuS 1 through 5 

4-2 
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1 

2 

3 

5 

Start 

7 

8 

9 

10 

*1— A 

^2 

c *■ 0 0 

? c    :    F 

0^1 

CP, 

"["»c 

0 2        - M(c) 

b <—■  $ D      r2 

A Finish 
 *> 

A Nonessential 
 > 

0 1 

ovi 

1 

nl ii 

Algorithm 1 

Program 4-1 
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If the character being tested in step I| is a variable, the 

algorithm proceeds directly to step 7 where the last character (or 

prediction) stored in the prediction pool is read. This prediction 

is one component of j/ , \. In step 8, the character being tested is 

written onto the output file, and in step 9,  the prediction that has 

just been read out of the prediction pool is tested whether or not it 

is the last prediction of a given set, that is, if t {$ ) ■ 1. If so, 

a right parenthesis is written onto the output tape; in either case, 

the process returns to step 3. 

(3)   (2)        (2) 
Example 5. L. •■ F^ x, Fp 'x. F^ ;xoc, x^x/x  After analysis, 

F(3)x. 
^1 T. 

F(2)x 

After analysis, A » 

J2) 
L^   x3xliJxf6x7 
F(3)x   fF(2)xx ri xir2 x2 3-i 

(3)        (2) (2) 
A2 " Fl   Xl F2   X2X3 F3   Vf6X7- 
.(2) 

XiX 3   %A$A6*V x,xr 

(3) (2) (2) Ä- » F'  'x^x.x. F'    x, x^ F^   X/X .    After analysis, 

MB)        I r (2) r (2) 
lF3 VTJ 

Several definitions referring to algorithm 1 and the succeeding 

algorithms are introduced: 

Definition ih: Any path (3,3) is a formula cycle 

of Algorithm 1. 

Definition 1$:    Algorithm 1 is operable if and only 

if an integral number of formula cycles are 

traversed. Algorithm 1 is operable for the null 

formula A . 

Definition 16; Algorithm 1 is s££a5iiig if an -integral 

number of formula cycles are traversed and if 

*. 
2 final 2 initial' 
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Definition 17; Algorithm 1 is atriotly effeotlve if an 

integral number of formula cycles are traversed, and 

if cb     = (b     ~ ± a A , 11 ^0 final *2 final ^2 initial  A ' 

The prooess of Algorithm 1 is continued until the terminating 

conditions of either step 3 or step 7 are reached. If the prooess 

terminates at step 3 and the path is strictly effective, then the 

formula is essential. If the algorithm is not strictly effective or if 

the process terminates at step 7, then the formula is nonessential 

(Theorem 4-) • 

Lemma 8 

At step 3: L(*2)>= M h(A) for M > 0, where h(A) 

represents the characters of A that have been 

processed. 

PROOF: In the analysis of a character of A, either the path (3,6/3) or the 

path (3,9,3) must be followed. If path (3,6/3) is followed, the character 

is a functor Fi, and L(*2 J = L(4>2 old) + M^). If path (3,9,3) is 

followed, the character is a variable x., and L(<fe   ) = L^ ,,) + M(x.), 

where M(xi) = -1. BuftC is initially set to A, so that L@>2 ilLitjoi) = 0. 

Q.S.D. 

Lemma 9 

Algorithm 1 is effective for an Irreducible essential 

segment A of a formula A = AjA A,^ if algorithm 1 is 

operable for Aj.. 
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"".aJOFj If Algorithm 1 is operable for A«, step 3 is reached such that 

4> = A A-, and 4>2 is an arbitrary function gfAJ of k^. 

After (3,6/3): % a Vn-r'^'VlV and 

*2 a g^], l,2,...,n-l,n. 

The next n-1 paths are (319/3) • At step 9 in each formula cycle 

b ^ 1. After n-1 formula cycles, at step 3: 

*0 = ^Api and 

^^gy, 1. 

The next path is (3,10/3):   ^Q = Ap, and *2 = g^J-    Since 

^2 final ~ \ initial' the ^S01"1^ i0 effective for A . 

Theorem U (Ay-theorem for Algorithm 1) 

For an arbitrary A = AjAA_ /  A, where Ay is an 

essential formula, Algorithm 1 is effective for A, 

if Algorithm 1 is operable for Aj.. 

PBDOFs    If Algorithm 1 is operable for Ag, step 3 is reached such that 

^Q = W? aad ^o is ^ ^^^^y faction g Ag   of Ag. 

The proof is by induction on the number n of functors of A^n). 

(a)    n = Is    by Lemma 9| 

(b)    n > is    assume true for all k < n.    Consider Y. A(n) 

an irreducible segment, and P A(n)   - AjA^, where 4|(n) = AnA A^, and 

AjAp = A(n~l) by Lemma 7,  such that A(n) = AjA^A A^A^. 

= A., 
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By the Inductive hypothesis on A, for k * n-1, step 3 is reached 

such that $0 = A^^ and $2 - il&fa]* 

By Lenuna 9, step 3 is reached such that^Q = /^A- and 

% = g^]. 

But now, once more by the inductive hypothesis on A, for k = n-1, 

step 3 is reached such that 3^ = A« anA fy ~ ^\^E\ '    Since ^2 final = ^2 initial* 

Algorithm 1 is effective for A.. 

Theorem g 

Algorithm 1 is strictly effective if and only if A is 

an essential formula. A pair of parentheses is placed 

around every segment of a reduced set of an essential 

formula. 

PfiOOF: (A) Sufficiency: by Theorem U,  if Z^ = ZL, = A and *2 ^ni.ittl = A • 

(B) Necessity; will be shown by an indirect proof. A contradiction 

will be deduced from the hypothesis that the algorithm is strictly effective    / 

for a formula A that is not essential. A is not an essential formula only if  / 

either Mmin h(A) < 0 or M(A) ^ 0. 

(1) M . |h(A)l < 0. There must be a longest head A of A 

such that M . h(A-,)] = 0 and MCA.) = 0. A. can = A . Also, there must 

exist a Ap = AjX., since the variable is the only character with a negative 

measure. Step 3 will be reached such that: 

*0 = xlät(A), and 

$2 = A 
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where A = h])*^  t(A). The next path is (3,7), b = A , and the path caimot 

be ocmpletecU 

(2) M(A) ^ 0 and M . |h(A)| > 0,"since otherwise the process 

fails by (1). Therefore, M(A) > 0. A = h(A) TL^U,,.,,* , where t [h(A)J 

is the rightmost functor of A, and 0 < p < Mlh(A)J . Step 3 must b«i reached 

such that: 

*0 ~ xix2»,,*'V and 

2 3 ^»a2,a3,***,aq 

where q = Ml h(A) by Lemma 8, hence q > p. After p formula cycles (3,9/3), 

$> = l,a2,...,a , where r = q - p^ 0. This process will terminate at 

step 3 but, since ^ 5^ A, the algorithm will not be strictly effective. 

(G) Parentheses placement: Algorithm 1 is effective for any 

Z(A) by Theorem 4, and^ need not be empty when the initial functor of 

ziA) is being analyzed. Since the first character of Z(A) is a functor 

(Def. 10), a left parenthesis will be placed to the left of that functor 

ont-, (Step 5)' Since the path for the segment is effective,, the last 

prediction read from ^  is a "l"0 Tke path must end (10/3), so that a 

right parenthesis is placed on$, after all the characters of the segment 

have been written on 0,. 

B. Ordered Variables 

. To make the predictions more meaningful., the variables have been 

restricted so that they are predicted individually and not merely counted 

as in Algorithm 1 (Def. 18). In natural language, the requirement that in 

a sentence a subject, predicate, and object occur in a given order is 

tantamount to the restriction of Def« 18. 
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Definition 18;    (Def. 5 revised)    A formula A is essential 

if md only if H(A) = 0, Mmin[h(A)j > 0, and the 

variables associated with a functor belong to disjoint 

classes in the order n,n-l,...,2,1 specified for a 

functor Fvn\ 

In Sec. A-30 the restriction will be relaxed so that the predictions 

need not be fulfilled in the same order as they are made. 

For example,  consider the irreducible essential formula 

A = F^   xn
x
n_i' *'^i •   Tlae dass s(x) to which a variable belongs is 

a 

denoted by an integral superscript, x . 

The only change to Algorithm 1 necessary to identify an ordered 

essential formula is the addition of step 8 of Algorithm 2 (Program 4.-2), 

where the class to which the variable being tested belongs is compared to 

that of the last prediction stored in the pool (Theorems 6 and 7). 

A prediction will be considered fulfilled if it is identical to the 

class of a variable. 

Example 6. ^ =  FJ^XJ F^2^ F^^xjxic^xi. After analysis. 

„(3) 3l'p(2) 21 „(2) 2 1] li 2 1 F-, XT F^ x0 FJ; x„x. However, 

., since 

^=[F[  ^[F^x2[F^ ^3xJx5Jx6x7 

*   P(3) 3 J2) 2 „(2) 2 2 111.       ,. , 
Ap = F; 'x, F^ 'x^ F' 'x x x X/X™ is nonessential, 

A^ = IFp^x^'F^Xg F^x?x2»*«, and the two variables associated with F3 

belong to the same class. 

The proof of Lemma 8 is valid for Algorithm 2. 
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1 

2 

3 

k 

5 

6 

7 

8 

9 

10 

LI 

Start- *. 

^2 

A 

A 

''^-o^o 

c : F 

0*L—"[",c 

0*2 

b —:& 

b : a(c) 

0^1 

0*1 

b J 1 

- ifj n 

Finish 

Nonessential 

Algorithm 2 

Program 4~2 
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Algorithm 2 is effective for an irreducible 

essential segment A of a formula A a AjwAA. 

if Algorithm 2 is operable for Züu. 

PROOFi This proof is similar to the proof for Lemma 9. If Algorithm 2 is 

operable for Ay, step 3 is reached such that ^Q = A A_, and ^ is an 

arbitrary function gfAJ of Ay. 

Let A = Pv 'x x , • • «x^x,. 
s     n n-1  2 1 

After (3,6/3): ^ = xV^.-x^Aj, and 

*2 3 gf^j]»1»2»'"»11-1»11' 

The next n-1 formula cycles are (3,10/3). At step 8 of each formula 

cycle, b = s / 1. After n-1 formula cycles, step 3 is reached such that: 

^0 ' Vy arid 

*2 = gfAg],!. 

The next formula cycle is (3,11/3): 

*0 = Ay, and 

Since ^2 initial = % final' ^oritim 2 is effective for As. 

Theorem 6 (/L-theorem for Algorithm 2) 

For an arbitrary A = AgA/L, ^ A, where A^ is 

an essential formula. Algorithm 2 Is effective 

for A, if Algorithm 2 is operable for A,,. 
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PBOOF»   The induotive proof la parallel tö that of Theorem 1* (with 

Lensaa 10 eubetituted for Lenmia 9) • 

Theorem 7 

Algorithm 2 IB atrlotly effective if and only if A 

is an essential formula, k pair of parentheses is 

placed around every segment of a reduced set of the 

essential formula. 

PBOOFJ (A) Sufficiency; by Theorem öifZL^Ap3 A and^ . 1 , - a A 

(B) Necessitys will be shown by an indirect proof. A 

contradiction will be deduced from the hypothesis that the algorithm is 

strictly effective for a formula A that is not essential. A is not an 

essential formula only if: 

(1) MminH] " 0' or 

(2) M(A) /■ 0, or 

(3) the variables are out of order. 

If conditions (1) or (2) exist, the proof is parallel to proof B in 

Theorem 5. If the variables are out of order, there will be a step 8 

such that b ^ s, and the path cannot be completed. 

(C) Parentheses placement; the proof is parallel to proof G of 

Theorem 5« 

C. Relaxation of Order flestrlction 

If the ordering restriction (Def. 18 and Algorithm 2) on the 

variables is relaxed, then the top prediction in the pool need not be the 

only prediction which must be compared to the olasö of the variable being 

tested (Algorithm 3). For example, if i^ ~ P^'x^ and A^ =* F^xJA 
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both A, and Aj oan be oonaidered eseantlal if the ordering restriction is 

relaxed, while only A, would be considered essential by Algorithm 2. This 

is equivalent tö a natural language where the subject, predicate, and object 

within a clause are expected to occur in a given order, but where it is 

possible for the order to be permuted. 

Definition 19; (Defs. 5 and 18 revised) A formula A is 

> 0, essential if and only if M(A) = 0, M . |h(A) 

und the variables associated with a functor belong to 

disjoint classes Cp where 1 < o < n if the functor is of 

measure n. The variables may occur in any order 

whatsoever. 

In Algorithm 3 (Program 4-3) as opposed to Algorithms 1 and 2, it 

is necessary to search among a set of predictions in the prediction pool 

for fulfillment rather than merely to take the topmost prediction from the 

pool. 

As shown by the A,-theorem, it is necessary to fulfill the predictions 

of the rightmost analyzed functor before fulfilling the predictions of the 

other functors further to the left. In Algorithm 1; sine® the variables 

were merely being counted, the fulfillment of a "l" prediction in th® 

prediction pool was an indication that the last variable associated with a 

given functor had been found. A right parenthesis was inserted on the output 

file after the variable was copied. In Algorithm 2, the indication in th© 

prediction pool was also a B1,B because of the ordering restriction. An x  , 

the "last8' variable associated with a given functor, could occur only after an 

n   3 2 (n) 1 
x ,'-,z,x had been found for the associated functor F^ . After the x 
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was identified and oopied, a right parenthoais could be written on the 

output file. 

With the relaxed ordering restriction (Algorithm 3)» a new device 

must be introduced to determine when all the variables associated with a 

functor have been identified. In the example cited previous]^, 

(2) 1 2  1 
A = F ^i3^» x l0 obviously not the "last" variable to be associated 

(2) 
with F  • A sentinel must be inserted into the prediction pool to isolate 

the predictions associated with different functors. All the predict!onß 

preceding the first sentinel in the prediction pool (reading in the usual 

right-to-left order) are tested, and any one of these can be fulfilled by 

a single given variable. The sentinel both restricts the variables to one 

member of each class that can be fulfilled, and marks the number of 

predictions which can be fulfilled by variables associated with a given 

functor, so that no more than n variables are associated with a functor F^ ' 

For example, if the first two characters of A, = FJ^F^X^XTÄ;: 

have been analyzed, 4>2 = s,1,2,3,3,1,2, where s represents the sentinel. 

A-, is nonessential since x„ belongs to class ,l3,' and must be associated 

with F2« If no sentinel were in $2, the "3" prediction would be fulfilled 

(2) (2) 112 2 
by X2. Likewise, if the first two characters of ^, = F-T" Fp 'x-^x-'x. have 

been analyzed, ^ = s,1,2,s,1,2. A, is nonessential, since x, and x2 both 

are associated with F^ and both belong to class "1". The sentinel prevents 

the second "I18 prediction, located to the left of the rightmost sentinel, 

from being fulfilled by x^ 

In Algorithm 3? the predictions generated by each functor are 

considered as elements of a vector associated with that functor. An gflä. 

ofjre<iio£ symbol that separates vectors written on a serial file is assisaed 

.»« 
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implicitly in the operation of the file. These end of veotor Symbole are 

also used as the needed sentinels in Algorithm 3- 

Algorithm 2 has been modified somewhat for this purpose. Steps 

1 to 6 remain unchanged. If the character under consideration is a variable, 

the last vector in the prediction pool is read into b in step 7. In step 8, 

the class to which the current variable belongs is mapped onto b, which 

should contain all the unfulfilled predictions associated with the rightmost 

not completely analyzed functor. If a prediction can be fulfilled, the 

variable is written on the output file in step 9, and the prediction is 

removed from b in step 10. If there are other predictions left in b, this 

is an indication that all the variables associated with the functor have been 

identified, so that a right parenthesis is written on the output file before 

the algorithm returns to step 

If a variable is being tested when the prediction pool is empty, the 

formula is nonessential. If the prediction of a variable being tested cannot 

be found in the prediction pool (step 8), the formula is also nonessential 

(Theorem 9). 

Example , ^ = Fj xl F2 X2 F3  sVVS*?" After ^^y81^ 

r_(3) 2L(2) 2L(2) 1 2] ll 1 3]     A       „(3) 1 M 2 J2) 2 112 3 
\ = lFl   xliF2   X2iF3 VJW7>   ^ = Fl   Xl F2   X2 F3 SWöV 
After analysis, A2 =  [Fp^F^x^F^^x^Jx^]. 

A^. ~ P,   'x; Fp  'x? K ^x„x x X/x£.   A, is nonessential,  since 

A,. ~ I FP'X^ F^ 'X? F,   X,X. ••• and the two variables associated with F0 belong 

to the same class.    A, = Fi   'x, F^ 'x^x0x,x„.   A, is nonessential, since 
4.112     2 3454- 
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V r^'X? Ff'x*'"  and a vector belonging to class tt3* is assooiatad 

(2) 
1  JL 

with a functor F 

The proof of Lemma 8 is valid for Theorem 3. 

IdMB JJ. 

Algorithm 3 is effective for an irreducible essential 

segment A of a formula A = &jAAf> ^ Algorithm 3 is 

operable for ^_. 

PROOF: The proof is similar to the proofs of Lemmas 9 and 10. If 

Algorithm 3 is operable for Aj., step 3 is reached such that 

430 = AA, andiu 
is an ^^tt8^ function gfAj,] of Aj.. 

/ \ s s ,   s? ^ 
Let As = 

F W-i '"^ xi > wh9re 0i ^ S1 for all i ?* j, 0 < si< n, 

and 0 < 1 < n. 
a   a S  S 

After (3,6/3): $0 = ^x^
1.,. ^1^'  ^ 

The next n-1 formula cycles are (3,10/3)' At step 8, in each formula 

cycle, there is a b. = s where i < L(b)} also q/b ^ A . After n-1 formula 

cycles, step 3 is reached such that: 

Sl 
% = xl V and 

^MW)^8!}' 
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The next formula cycle is (3,lV3)» 

<t>0 = Ay, and 

■ {'NY *  =2 

Since ^ inltial = ^ final' ^ß^1*1310 3 is effective for AB. 

Theorem 8 (A.-theorem for Algorithm 3) 

For an arbitrary A =» AjAA. / A , where A is an 

essential formula, Algorithm 3 is effective for 

A. if Algorithm 3 is operable for Ag. 

PROOF: The inductive proof is parallel to that of Theorem 4 (with 

Lemma 11 substituted for Lemma 9)• 

Theorem 9 

Algorithm 3 is strictly effective if and only if A 

is an essential formula. A pair of parentheses is 

placed around every segment of a reduced set of an 

essential formula. 

PBOOFs (A) Sufficiency; by Theorem 8, if Ag - A = A and <£> ijaitlal 
:5 A 

(B) Necessitys will be shown by an indirect proof. A 

contradiction will be deduced from the hypothesis that the algorithm is 

strictly effective for a formula A that is not essential« 

A is not an essential formula only if eithers 

(2) M(A) ? 0, or 
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(3) there are two or more variables belonging to tbe 

aame class associated with one functor, or 

(4.) there is a variable belonging to class "n11 associated 

with a functor F^ , whore m < n. 

If conditions (l) or (2) exist,the proof is parallel to proof B 

of Theorem 5. If condition (3) exists, there are an x| and an xjj 

(x. preceding x^) associated with one functor F , such that when o 3 rc 

after step 10s b. / j for any b. left in b. When c ^ x*, at step 8j 

q^=» 0 and the path cannot be completed. If condition U) exists, when 

z is being tested, there will be no nnn in b and q[ = 0, ao that the path 

cannot be completed. 

(C) Parentheses placement: the proof is parallel to proof C of 

Theorem 5« 

4« Further Modifications to the Essential Formula 

It has been assumed in the model as developed in Seo. 3 that every 

variable is a member of only one class, so that when a variable is being 

tested only this one class is tested against the predictions in the pool. 

In this section, the problem of a variable belonging to more than one class 

will be considered. This is analogous in natural language to the possibility 

of a word having more than one role. For example, in Engliöa, the word 

^w&ter88 might refer, on th© one hand, to the liquid, in which case "water" 

is a noun or on the other haad? to the act of feeding plants, in which eaes 

88water8 is a verb. 
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The outcome of the modifications to be set forth in this section 

f 
is that a single pass through a formula will not necessarily be sufficient 

t 

to determine whether or not the formula is essential. On occasion it will 

be necessary to make several passes before this is determined. Algorithms, 

extended from those of the last section, will be given for a single pass of 

the formulas being tested. Analogues of the theorems of Algorithms 1 to 3 

do not exist for a single pass of Algorithm 4.« The development of an 

algorithm that will control the iteration of a sentence is a fruitful 

field for further research. Meaningful theorems should be obtainable from 

such a study. 

A. Multi-class Variables 

In Algorithm 3> if each variable can belong to only one class, and 

if a prediction of that class is in a location in the prediction pool where 

it can be fulfilled, the variable being tested is accepted, and the 

algorithm proceeds to test the following character. If there is no 

appropriate prediction that can be fulfilled, the variable is not accepted 

and the entire formula is rejected as none^sential. 

To take into account the possibility of a variable belonging to 

more than one class, the following definitions will prove to be helpful. 

f ' The analysis of a formula, which tests each character in the order of 
occurreno® once and only one®, is defined as a pass» The set of 
passes required to determine whether or not a formula is essential iB 
defined as an itßTBfyioa* 
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Dflflnltlon 20i A variable xa,P,Y can belong to any of the 

claBEes o, ß, and y» wbere eaoh of the olasees is an 

argument of s and eaoh member of a set of classes la 

an alternative argument of x. 

Definition 21: The olass to which a variable with alternative 

arguments is assigned in the process of a syntactic 

analysis of an essential formula is the preferred 

argument» 

Whereas alternative arguments of a variable are known qualities of 

the variable being tested by the algorithm, the preferred argument is 

selected from the alternative arguments according to the contents of the 

prediction pool at the time of the test (Algorithm 4-) • 

If it is assumed that there is no a priori preference for any 

alternative argument or for any prediction in the pool, then all tha 

alternative arguments are compared with all the predictions preceding the 

first sentinel (sfbeps 8-10). When all the possible preferred arguments are 

found, one of them is selected arbitrarily and entered on the output fil© 

as the preferred argument (step 11). AU others are recorded onto a 

hindsight or temporary storage file (step 12) • The prediction that was 

fulfilled by the preferred argument is then removed from the predictioa pool 

(step 13)» and this process is continued with the next character.. When all 

the variables associated with a given functor have been identified, a 

right parenthesis is written on the output file (step 14)• 

This process must end with one of the three terminal conditions of 

the algorithm. If the algorithm is strictly effective, then the algorithm 



4-39 

1 

2 

3 

K 

5 

6 

7 

8 

9 

10 

11 

12 

13 

U 

Start  1> (JJI«—A 

*2*-A 

*3*— A 

i ► 0*-o<t)o 

^ 
c   j    F 

0*2*-^14(0) 

i*-l*2 

a<— a(c) 

5<—^.[/«(b-«—a) ^ o]/a 

0*1^/3 

0*3—iVa 

^ o^ —M ^Va)«]^ 
I 

0*1"    "]n 

A 
•Finish 

•Nonessential 

•Poesible error 
in analysis 

Algorithm 4- 

Program 4.-4. 



4-4-0 

haa successfully iaentified the formula as an essential formula and has 

selected a preferred argument for each variable. If the process ends at 

step 10, then the particular preferred arguments that were chosen did not 

lead to the evaluation of an essential formula, but some other selection of 

a preferred argument might possibly lead to the desired evaluation. If the 

process ends either at step 4. and the path is not strictly effective or at 

step 8, the formula is definitely nonessential. 

If there is a choice of alternative arguments at step 11, it is 

Impossible to determine whether the appropriate one is chosen as the 

preferred argument. Therefore, even if a strictly effective evaluation was 

chosen, other alternative evaluations must be tried, since there might be one 

or even more than one additional evaluation for which the algorithm is 

strictly effective. Information about the alternative paths is available on 

the hindsight file, since every time a branching point in the analysis occurs, 

all the alternative preferred arguments, except for the one selected, are 

recorded there. 

Example 8. A, = F^xjx' x„. There are two possible analyses of 

^   Either A^ = [F^xjc^ Jor A[2^ * [F^^x^J, AJ^ is an essential 

(2) 
formula but AJ  is not. Since there are no other alternative evaluations, 

a unique argument can be assigned to each variable. 

Ap - F  XjJ Xp* x . There are two analyses that lead to an essential 

formulas both Ap * [F^^X^J and Ap = [F^X^U]. Therefore^ a 

unique argument cannot be assigned to each variable. A,3 F* ^xz11  xz* x«. 

A, is nonessential, since no matter what evaluation is undertaken, an essential 

formula cannot be found. 
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If an algorithm to keep track of alternative paths «er« available 

and Algorithm 4. could be applied iteratively until either all the possible 

combinations of preferred arguments were tried or until a terminal were 

reached indicating that the formula was definitely nonessontial, either 

none, one, or more than one of these combinations would lead to a 

satisfactory interpretation. If none of the combinations resulted in an 

essential formula, then the formula would be nonessential. If one and only 

one combination resulted in an essential formula, the formula would be 

essential and unique preferred arguments would have been assigned to each 

variable. If more than one combination resulted in an essential formulation, 

the formula would be essential but not all the variables could be assigned 

unique preferred arguments. 

B. All Predictions Need Not be Fulfilled 

It has previously been assumed that all the predictions in the pool 

are fulfilled if a formula is essential. However, in natural language, if, 

say, an object prediüüion is made for every clause, a clause without an 

object should not be rejected. 

It is now assumed that, although M(Fi} is known, there need not 

be as many as H variables associated with the functor. When the 

alternative arguments of a variable do not correspond to any predictions 

remaining in the pool preceding the first sentinel, but do correspond to a 

prediction following the first sentinel, this is now the only indication 

that all the variables associated with a functor have been identified 

(Algorithm 5). 

j* 
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The most striking difference between Algorithm 4. and Algorithm 5 

is that there is one less terminal condition in the latter algorithm. 

That a formula is nonessential oan no longer be determined on a single 

pass. If the algorithm ends at step A and is not strictly effective, or 

if the algorithm terminates at step 8, it is merely an indication that 

the chosen combination of preferred arguments is not an essential formula. 

Whereas in Algorithm 4, if q = A (step 10), there was an indication 

that the chosen evaluation did not lead to an essential interpretation, in 

Algorithm 5 it is necessary to assume that all the variables associated 

with a given functor have been identified, to write a right parenthesis on 

the output file, and to bring in the next set of predictions from the 

prediction pool. The two algorithms are otherwise identical. 

(2) 2    (l) 1 1 1 1 
Example 9. ^ = F£ 'x* F2

u;x;^ x x . After analysis, there is 

^(2) 2^(3) 31 only one essential formulation of A,:    A, =   F]   x. Fp   x^x, x^  , and there 1 

2 
is no x   associated with F2. 

(2)2    (3)3 112 Aj = F} 'X, F^ 'xpc-x.'  .   There are two essential formulations of 

Fi   xl A«.    Either A; ' = 

A2) ^ fF(2)x2r(3)x3xl] 
^2 1*1   xlL*2   X2X3J 

(1)      [„(2) Z[J3) 3 12 Fo 'x'x-x. 
2     2 3 4 

with no x   associated with FT, or 

1 
X4 

2 
with no x associated with F2. 

G. Prediction Span Indicator 

^ prediction span indicator3 a device not used in any of the 

algorithms, can be assigned to each type of prediction to indicate 

whether or not an algorithm is leading to a nonessential solution. 

An analogous situation in natural language is that of the 

prediction of a genlfcive modifier by a noun. Since the modifier need not 
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occur, the prediction must be marked so that if it remains unfulfilled, the 

analysis is not judged incorrect« 

This index specifies whether a given prediction may remain unfulfilled 

in the analysis of an essential formula. When a given variable is being 

tested, it is possible that a preferred argument cannot be selected on the 

basis of the predictions preceding the first sentinel in the prediction pool. 

In this case, before the unfulfilled predictions and the sentinel are wiped 

from the pool (transfer(11/8)in Program 4~5)» so that the algorithm can 

continue to test on the next set of predictions in the pool, the prediction 

span indicators of the unfulfilled predictions are tested. If any of the 

wiped predictions require fulfillment, this is sufficient indication that the 

selected preferred arguments are not leading to an essential formula. 

5. Correlation of the Essential Formula Model with Natural Language 

To correlate the model with natural language, the structure and 

analysis of natural language will be put into abstract algebraic terms. A 

sentence in a natural language consists of a finite set of elements in a 

given order. Since, in general, a word tested out of context gives no 

information about the neighboring words, the elements of the sentence may 

be considered as variables. A sentence can then be described as a sequence, 

S = 3t]»x2,...|X , where words, punctuation marks, as well as other symbols 

are its elements. 

The set of alternative arguments associated with each word can be 

retrieved from a dictionary (such as the Russian-English automatic dictionary 

described in Chap. 3)'» The information available for syntactic analysis can 

ja* 
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< be expressed as follows: 

S = xl       ,x2       '•••'xn 1. 
where the right superscripts represent the alternative arguments of x^ 

It should be noted that funotors are not explicit in this representation 

of a sentence. 

The method of predictive syntactic analysis consists of the 

selection of a preferred argument froa the predictions in the pool. The 

arrival at a syntactic analysis of a sentence, including the establishment 

of relationships among the words in the sentence, implies that the 

ttfunctorsM are recognized in the analysis. The functors cannot be 

determined by an examination of the Individual words; their occurrence can 

only be established from the preferred argument and the prediction which 

•selected it. 

If q.. represents the preferred argument of word x. selected by 

prediction p. from among the alternative arguments a.,ß .?Y4j"«> then the 

relationship of the functor to the preferred argument and to the 

prediction can be formalized as F. ~ Fj(pj»qij), where F,, as a function 

of p. and q.., represents the role played by x. in its environment in a 

particular sentence. An analyzed sentence S. can then be represented by 

ÖA " [  Xl   s  X2   ,0"*   n 

k. < i, where k> is the index of the variable making the prediction that 

has selected the preferred arguifient«   The preferred argument is denoted by 
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the right superscript, £iicl the prediction selecting the preferred argument 

is denoted by the left i 

Each word in a £ 

iiuperscript. 

Eientence now has two functions: (1) it assumes the 

role of a variable in ftlfilling a prediction previously placed in the 

prediction poolj and (2) as a function of p. and q.., it assumes the role 

of a functor, and makes further predictions which will be placed in the 

prediction pool» 

The representation of an analyzed sentence is an attempt to illus- 

trate what is known about the sentence and its individual words as it is 

being analyzed. Obviously, some information is known about a sentence before 

the analysis of the sentence even begins. For example, every sentence is 

expected to have a subject and a predicate as well as a period or some other 

punctuation mark denoting its completion. An initial symbol is introduced 

to denote this information so that 

V 
K-j  K-i yX     KQ      JCQJ^ 

*> 

Pk qk ,n 
n  n' 

i  x 
n 

To complete the correlation of the essential formula model with this 

notion of a natural language, a linkage or merger of every functor with the 

immediately preceding variable is hypothesized. The variable then becomes 

the representation for a word, and the functor becomes part of this repre- 

sentation and need not be considered a separate entity. In Example 10, the 

merger of a functor and the variable immediately preceding it is indicated 

by a pair of slurs,Z, 

Example 10. A= A F|2^ F^xjx^ P^x^« After analysl a, 

A = A 
" (2) if (3) 1 3 2ir (1) 1 

■^ i ll Z     2 3 4  3  5 
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f 1 1 3 2 1 21 
The sentence represented by this example would be [x1,x2,x^,x.,x5,x^ 

IP 1  ^     2 
where x, and xf ai'e selected by the Initial predictions; x^, xf, and x. are 

selected by predictions generated by x,} and x^ is selected by a prediction 

generated by x,. 

6. Conclusions 

Although the formal development of the model stems from several 

previously published papers, the main inspiration came fron a careful study 

of Rhodes' empirical predictive syntactic analysis technique, as applied to 

Russian. 

It is assumed that the structure of the Russian language is nested 

in the manner of the A.-theorem. That is, if a sentence is interrupted by 

a phrase or clause, the embedded phrase or clause will have been analyzed 

completely before the analysis returns to the main part of the sentence. 

The phrase or clause will have no effect on the words following it. This 

nesting feature was brought out in the theorems beginning with Theorem 2, 

where it was shown that an essential segment, a nested structure, could be 

removed from an essential formula, leaving the resulting formula essential. 

The unique decomposition theorem (Theorem 3) indicated that a sentence in 

the model, like most sentences in the Russian language, could be decomposed 

uniquely into its phrases and clauses. 

In the experimental program (Chap. 5), it will prove convenient to 

extend the concept of nesting in natural language. Individual phrases and 

clauses can be considered as structures within which nesting can occur. 

For example, a clause can be divided into three nested structures? all the 
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words constituting the subject, the predicate, and the object. Bach of 

these structures might contain other nested structures. Therefore, if the 

sentence is to remain grammatically complete, a random nested structure 

cannot be removed from it. 

Theorems 2 and 3 also point out the main difference between a well- 

formed formula and an essential formula. Any well-formed segment of a 

well-formed formula is firmly connected to the larger structure of the 

formula. The well-formed segment can be removed and a simple variable 

substituted in its place, but some symbol must remain to indicate the 

presence of the well-formed segment in the original formula. At the same 

time an essential section in an essential formula represents a structure 

completely subordinate to a variable, which in turn is tied to the larger 

structure of the formula. Whether or not the subordinate structure is 

present is immaterial. 

This difference can be best illustrated with two examples. Consider 

r (?) r (2)  11 
the well-formed formula A, = F^ 'x, FA x2x„ , where the parentheses are 

used to indicate the well-formed segments in the formula. (The individual 

variables are well-formed formulas, but their parentheses have been omitted 

(2) 
for clarity.) The well-formed segment F^ X„X_ can be replaced by a 

variable, but the complete absence of the segment with no substitute would 

render A, non-well-formed. In contrast, consider the essential formula 

" (2) f (2)   11 (2) 
Ap = [F^ xJFp 'XgXJx.J. The essential segment FA x2x, can be removed 

from the formula and the variables x, and x. will remain to satisfy the 

T 12) 
predictions from F-,, and F-} x,x. still will be an essential formula» 
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A second assumption made about the Russian language was that the 

syntactic role of a nested structure In the larger framework in which it 

is embedded could be completely determined by the syntactic role played 

by Its first word. Exceptions to this assumption exist in the language, 

but it seoms that they occur rarely enough to' permit their analysis by 

more circuitous methods without a sacrifice of the efficiency of the 

predictive syntactic method as a whole. In the model this first word of 

a nested structure is represented by the variable which also takes on the 

role of a functor. As a variable, it fulfills the role of the entire 

nested structure in the larger structure. As a functor, the first word 

forms the ties to bring together all the words within the nested structure. 

Such an assumption cannot be made consistently about the English 

language. When the two Russian noun phrases, ßojibuioü ^OM and öCJIMIB» floua, 

are compared with their English counterparts, "the big house" and "the big 

houses", it can bo seen that, in the Russian phrases, number (singular and 

plural, respectively) is Indicated by the paradigmatic forms of the 

adjectives, whereas number is not indicated by the adjectives in the 

English phrases. Also, the paradigmatic forms of the Russian adjectives 

Indicate case, information that is completely lacking in the English 

equivalents. To determine the complete specifications of the English 

noun phrases, it is necessary to look at the nouns as well as at the 

adjectives preceding them. 

A partial verification of the usefulness of the model of the 

essential formula will be presented in the experimental results described 

in Chap. 5« 
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CHAPTER 5 

AN EXPERIMENTAL SYNTACTIC ANALYZER 

1. Introduction 

The experimental Byntactlc analyzer presented in this chapter la a 

f 
system that syntactically analyzes Russian sentences by a left-to-right 

pass utilizing the predictive syntactic analysis technique discussed in the 

preceding chapter. The present experimental program, which was written in 

January I960, will be discussed from the point of view of several problem 

areas. The discussion of these areas should provide an adequate indication 

of the approach of predictive analysis,as well as the more pertinent details 

of operation, but no systematic attempt will be made to consider all the 

aspects of the program in complete detail. 

The various rules by which this program operates constitute a veri- 

fiable although incomplete grammar of the Russian language. Traditional 

grammars abound with exceptions to the rules that are stated. The grammatical 

rules that are used in the syntactic analyzer will have to account for these 

exceptions if all sentences are to be analyzed by the program. Thus, it is 

necessary to find broad rules which govern the behavior of the exceptions as 

well as the more usual occurrences. Through these rul.es, the main goal of 

the experimental analyzer is to eliminate any ambiguity in the syntactic roles 

that are played by the words in a sentence- As the program is improved, the 

grammar of the program will better approximate the grammar of the Russian 

language» 

The program for this system was written by W. Bessert' . 
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The experimental program Is not a method for obtaining rules, as is 

the proposed trial translator or algorithm finder of Giuliano.  The only 

limitations on rules to be utilized in predictive analysis are that the 

words in the sentence under analysis must be scanned in a left-to-rlght order, 

and that the predictions must be stored in such a manner as to adhere to the 

basic nesting characteri?tic (Chapter 4-) which, according to Yngve's 

hypothesis,  is applicable to many natural languages. Within these con- 

straints, anything can be tried. A continuous attempt is made to keep the 

rules as systematic as possible in order to keep the data handling mechanism 

to a minimum. The rules that have been adopted to date in the experimental 

program are due to a knowledge of the Russian language systematically 

organized in existing grammars, elicited from native informants, and obtained 

as a consequence of earlier experiments« 

After new rules are developed, the experimental program existing at 

that time is modified so that the new rules are incorporated. Several texts 

are analyzed with the revised program, and the output is then studied to 

determine whether the theories expressed by the new rules have been sub- 

stantiated. There are usually many exceptions to new rules. These- exceptions 

become obvious when the new rules are applied systematically to several texts, 

and then newer,»more complete rules can be established. 

Many of the subroutines used in the experimental program are named 

after classical grammatical terms, such as sub.ject prediction. All of these 

classifications are explicitly defined within the context of the experimental 

program-, These definitions need not coincide with the classical grammatical 

definitions, but they resemble the classical definitions closely. 
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Although it is not neoesaary to analyze many texts to determine 

the faults and limitations of a version of the experimental program, it 

is dangerous to reprocess the same texts for more than a few versions of 

the program. If the same texts are used repeatedly, the syntactic analysis 

program becomes a program specifically designed to analyze the writing 

styles of the several authors of the test texts. All the illustrations 

of actual analyzed output have been taken from text 00A > a text that was 

used for two versions of the experimental program and is therefore not 

suitable as test material for future versions. 

In the discussion of this chapter it is essential to distinguish 

errors from mistakes. An error is a faulty decision in the experimental 

program which leads to an incorrect analysis of a sentence where the 

difficulty is recognized by some technique in the program. A mistake is 

a similar faulty decision where there is no indication that an incorrect 

analysis has been made. 

In this chapter, the mechanism of predictive analysis is Introduced 

with the analysis of two short sentences by a greatly simplified version 

of the present program (Sections 2 and 3). The details of the experimental 

program are presented in Section 4« The following four sections (Sections 5 

through 8) are devoted to discussions of examples of output that demonstrate 

various interesting features of the program^ and a brief summary of problems 

that are still, to be solved is given In Section 9. 

2. An Illustration of Predictive Syntactic Analysis 

The method of predictive syntactic analysis will be exemplified by 

the analysis of the simple sentence;Kpaciaril CTOJI mseeT HOTO, (Fig. 5"1)« 
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To make the analysis procedure more lucid, a greatly simplified version of 

the analysis technique is illustrated. The number of predictions in the 

prediction pool is reduced, and only a small but essential fraction of the 

predictions is depicted. The experimental system will be discussed in 

Sections 4- to 9» 

The format of Fig. 5-1 is indicative of the information that is 

stored in the computer memory, although, obviously, in the memory the 

information need not be literall spelled out. Seven concepts introduced 

in Chapter 4. have been utilized in this representation. 

(1) Alternative argument - The starting point of predictive 

analysis is the information about the arguments of words that is obtainable 

from a dictionary. Since the lexical properties of words do not always 

define a unique argument, a set of alternative arguments must be considered. 

An alternative argument will be noted in this chapter by a pair of slashes; 

thus, CTOJOJ has two alternative arguments, /noun, nominative, plural, 

masculine/ and /noun, accusative, plural, masculine/. This concept of 

argument and alternative argument is completely parallel to Definition 20 

of Section 4.4.A. 

(2) Prediction pool - The program analyzes every word in a 

sentence by attempting to fulfill predictions which are potential grammatical 

relationships among the words of a sentence. The predictions are stored in a 

prediction pool which is operated approximately as a pushdown store, in the 

sense that the last prediction entered into the pool is the first one 

tested for fulfillment. 
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(3) Prediction span Indicator (PSI) - A prediction span indi- 

cator is assigned to each prediction indicating how long the prediction is 

to be allowed to remain in the pool. The prediction span indicators used 

in the simplified illustration are: 

PSI = 00 - The prediction must be fulfilled by the next 

word in sequence or not at all. 

PSI = 01 - The prediction must be fulfilled during the 

analysis of the sentence. 

PSI = 02 - The prediction may be fulfilled more than once 

in a single sentence and therefore must never 

be wiped (that is, eraoed) from the prediction 

pool. 

These definitions of the prediction span indicators are intended solely for 

the illustration of the simplified program. New PSI definitions will be made 

when the present experimental program is discussed in detail (Section 4.). 

(A) Intersection - In testing the alternative arguments of a 

word against the predictions in the prediction pool, an intersection takes 

place when an alternative argument can fulfill a prediction. 

(5) Preferred argument - The preferred argument is the alterna- 

tive prgument of the first intersection in a test sequence (see Definition 21, 

Section 4»4A). In the test sequence, all the alternative arguments of a word 

are tested against all the predictions in the pool in their respective orders, 

such that each prediction, in turn, is tested against the set of alternative 

arguments. The prediction that intersects with the preferred argument becomes 

known as the attributed argument of the word. 
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(6) Hindsight - During analysis, information, other than the 

preferred argument, that has to be stored, is put onto a second output file, 

called the hindsight. For example, if more than one alternative argument 

intersects with a prediction in the pool, all intersecting alternative 

arguments but the first, which is the preferred argument, are put into 

hindsight. 

(7) Chain number - The chain number is an index that is 

Incremented whenever the predictive syntactic analysis program cannot, on 

the basis of the predictions stored in the prediction pool, select a 

preferred argument for a word. 

The first step in the program, at the beginning of each sentence, 

is to set the chain number to zero and insert an initial set of predictions 

into the prediction pool (Fig. 5-l02). The PSI and the source of the 

predict!or are stored with each prediction. The symbol "INIT." refers to 

the seven initial predictions. The four predictions with PSI a 01, subject, 

predicate head., object, and end of sentence, predict the corresponding 

elements of the sentence which, for the purpose of this example, are self- 

explanatory. The functions of the other three predictions will be 

discussed subsequently in Sections 3 and 5« 

Each word is processed by the program In a three-step cycis; 

(1) the alternative arguments of the word are placed in a central memory 

location;; (2) each prediction Is tested against all the alternativ© 

arguments of the word, the preferred argument is Identified and noted, and 

the appropriate information is recorded on hindsightj (3) the prediction 

pool is updated. An accurate syntactic analysis is closely tied to the 
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ordering of the predictions in the pool and of the alternative arguments of 

the words. The ordering of the alternative arguments is only secondary, 

however, since all the alternative arguments are tested against every 

prediction in turn. 

After the alternative arguments of KpaoHuft are brought into memory 

(Fig. 5-l«3)» the testing for intersections begins. The first intersection 

is found in the test of the first alternative argument, /adjective, nominative, 

singular, masculine/, against the first prediction, subject. The preferred 

argument (Fig. 5-1.4) and the attributed argument, together with the source 

of the fulfilled subject prediction, are entered on the main output file 

(which is labeled in Fig. 5-1 "preferred argument"). The subject prediction 

is crossed out to indicate that, since it has been fulfilled, it will be wiped 

from the pool when the pool is updated. 

The testing for intersections is continued. No intersections are 

encountered in the tests between the first prediction and the second alterna- 

tive argument, the second prediction and either alternative argument, and the 

third prediction and the first alternative argument. A second intersection is 

discovered between the object prediction and the alternative argument, ■ 

/adjective, accusative, singular, masculine/. Since the preferred argument 

has already been established, this intersection is recorded on the hindsight 

file (Fig. 5-1.5). 

It is necessary to record the alternate intersections, since the 

selection of KpaoHufi as the subject is made arbitrarily, based only on the 

ordering of the predictions in the pool. In the analysis of any sentence, 

there is no way of knowing whether the arbitrary- selection is the correct 

one, without analyzing the remainder of the sentence. In the event it is 
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discovered later that the selection was made inappropriately, the hindsight 

will contain a list of the other possible alternatives which can be 

substituted for the inappropriate one. 

The ordering of the predictions in the pool is of primary importance 

in the analysis of a sentence. The predictions that are expected to be 

fulfilled first in regular sentences are placed toward the top of the pool. 

Thus the subject prediction is above the predicate head prediction, which, 

in turn, is above the object prediction. If, at a given point in the 

analysis of a sentence, there is a choice of several predictions which 

might be fulfilled, then the most likely prediction will provide the first 

intersection. 

After the second intersection, the testing for intersections is 

continued once more, but no more intersections are found. After the 

completion of the testing phase, the prediction pool is"updated. The 

fulfilled subject prediction is wiped from the pool. Every adjectival 

preferred argument generates a .master prediction with PSI = 00, where a 

master is defined as a noun or another adjective following immediately 

after the analyzed adjective and agreeing with the analyzed adjective in 

case, number, and gender (Fig. 5-1.6). 

Also, after identifying the subject of the sentence, it is possi- 

ble to modify the predicate head prediction, since the predicate must 

agree with the subject In person, number, and gender. In this particular 

example, the predicate head is modified so that only a third person, 

singular, masculine predicate can fulfill the prediction. 

The source of both the master prediction and the modified predicate 

he^ä, prediction is listed as "WD 1", referring to the first word of the 
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sentenoe. The souroo of a modified predlotlon is always Hated aa the 

number of the laat analyzed word that has modified the prediction. 

The testing oyole for KpaoHwä has been oompleted and a new oyole 

is started by bringing into memory the alternative arguments of the seoond 

word, the noun OTOJI (pig, 5-1,7). 

Two intersections are found when testing the alternative arguments 

of CTOJI against the predictions in the pool (Fig. 5-1.8). The preferred 

argument and attributed argument, due to the first intersection between the 

master prediction and the alternative argument, /noun, nominative, singular, 

masculine/, are recorded on the main output file. The second intersection 

between the object prediction and /noun, accusative, singular, masculine/ 

is posted on the hindsight file. 

The prediction pool is then updated (Fig. 5-1.9). Every nominal 

preferred argument produces a noun complement prediction which can be 

fulfilled by an adjective or noun in the genitive case following immediately , 

after the analyzed noun. The noun complement replaces the fulfilled master 

prediction at the top of the pool. Since there are no other modifications 

to the prediction pool, the alternative argument of the following word, the 

verb MweeT, is brought into the central memory location (Fig. 5-1.10). 

Only one intersection is discovered, resulting in the attributed 

argument, predicate head, and the preferred argument, /verb, third person, 

singular, present tense, indicative, transitive/ (Fig. 5-1,11). 

In updating the prediction pool, the noun oompleaeat together with 

the predicate head is wiped, since the PSI of the former prediction is 00 

and the prediction has not been fulfilled» Since the verb Is transitive, 

the object prediction can be modified so that only an accusative object can 
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fullill the prediction (Fig. 5-1.12). Prior to this modification, either 

an accusative object or an inatnuaental object -would have been accepted. 

After the prediction pool ia updated, the three alternative argu- 

aents of the noun Horn are brought into the central memory location (Fig. 

5-1.13). The testing for intersections is then resumed. 

There is a single intersection resulting in the attributed argument, 

object, and in the preferred argument, /noun, accusative, plural, feminine/ 

(Fig, 5-1.lH). After this information is recorded on the main output file, 

the prediction pool is updated once again. Since the last analyzed word 

had a nominal preferred argument, a noun complement prediction is entered 

at the top of the pool, (Fig, 5-1.15). 

The single alternative argument of the punctuation mark, /period/, 

is then brought into the central memory location (Fig, 5-1*16), Testing of 

the alternative argument against the predictions in the pool produces one 

intersection, which results in the preferred argument, /end of sentence/ 

(Fig, 5-1.17), The prediction pool is updated for the last time, and both 

the noun complement and the end of sentence predictions are wiped, the 

former because its PSI equals 00. The analysis is now complete (Fig, 5-1.18). 

The results of this analysis will now be reviewed. For every word 

in the sentence a preferred argument has been selected according to the con- 

tents of the prediction pool. This is indicated by the fact that the chain 

number is still zero. No predictions with PSI = 01 remain in the prediction 

pool, which indicates that every prediction that was expected to be fulfilled 

was indeed fulfilled during the analysis of the sentence. 
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These two resuite, chain number equal to zero and no remaining 

prediotlone with PSI a 01, ooourring together, give a strong indication 

that a correct syntactic analysis of the sentence has been obtained. 

This is not meant to imply that the analysis is both unique and correct. 

A stronger indication would exist if, in addition, there were no information 

recorded on the hindsight file. To determine whether another analysis is 

feasible, the entire analysis procedure must be repeated and the first 

word must be considered as the object of the sentence. In this example, 

of course, no alternative analysis is possible. 

3. End Wipe and Arbitrary Choice Predictions 

The analysis of the sentence, KpacHuÄ CTOJI MMeex vorn,  proceeded in 

a straightforward manner. The output of the program' was a correct syntactic 

analysis, as a matter of fact, the only possible correct analysis. Such a 

simple sentence can always be correctly analyzed on a single pass. 

The true merits of predictive syntactic analysis become evident only 

when the ability of the program to detect errors in analysis and to record 

clues for a projected correcting pass is considered. If it is assumed that 

(1) the sentence being analyzed is grammatically correct, so that there is 

no need to test whether or not the sentence is grammatical, but only to find 

a grammatical formulation of the set of alternative arguments, (2) all the 

words have been found In a dictionary in which there are no errors, and (3) 

the words in the sentence have not been misspelled, then the two predictions, 

end wipe and arbitrary choice a provide a mechanlsa for the detection of 

errors in the analysis. The rules for the operation of these two predictions 

in the existing program are as followsj 
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(1) End Wipe - If no intersection has been discovered in the 

testing of all the predictions located in the pool above the end wipe 

prediction against the set of alternative arguments of the word currently 

being tested, then all of the tested predictions, including the end wipe, 

are to be wiped from the prediction pool. 

For the purposes of this simplified example, however, only such 

predictions that do not have a PSI = 02 will be wiped from the prediction 

pool. Since the end wipe prediction itself has a PSI =02, it will not be 

wiped. So long as only a simple sentence is considered, the scheme adopted 

for this example cannot be distinguished from the one that is used in the 

experimental program, 

(2) Arbitrary Choice - If no intersection has been discovered 

in the testing of all of the predictions located in the pool above the 

arbitrary choice prediction against the set of alternative arguments of the 

word currently being tested, then the first alternative argument of the 

word is to be selected as the preferred argument, the attributed argument 

arbitrary choice is to be assigned to the word, all other alternative 

arguments of the word are to be listed on the hindsight file, and the chain 

number is to be incremented. 

The end wipe prediction serves a double purpose when used in the 

manner outlined. Primarily, it functions in the prediction pool as a 

sentinel designating the end of a set of predictions of a given nested 

structure in the sentence (see Section 4..3)» Having reached this sentinel 

with no previous Intersections, it is assumed by the program that the 

nested structure has been completely analyzed, and the word being analyzed 
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belongs to another neat in the sentence. This function of the end wipe 

prediction is not self-evident in the sliaple example of this section, but 

will be pointed out later when actual output of the predictive oyntaotio 

analysis program is studied. 

The second function of the end wipe prediction is to provide a 

meohanism to wipe the entire prediction pool in the event an error ie 

discovered. An error in analysis is assumed whenever there are no inter- 

sections between the alternative arguments of a word and the predictions 

in the pool. Since an error is always discovered after the facti there is 

a question as to which predictions in the prediction pool might be meaning- 

less because of the propagation of this error. Hather than leaving the 

predictions in the pool and continuing the possibility of propagating an 

error after its existence has been ascertained, the predictions in the pool 

with several exceptions are wiped and the analysis continues with a clean 

slate. The second function is actually a special case of the first function 

when all the predictions in the pool are considered as the nested structure 

of the sentence as a whole. 

The significance of this wiping operation is that whereas any 

nested structure, the beginning of which has already been recognized and 

for which predictions have been made, will not be analyzed completely, 

complete nested structures, occurring to the right of the word which causes 

the wiping of the prediction pool, will be analyzed correctly» For languages 

in which a A.-theorem holds this is true, as has been proven for certain 

artificial languages. 

The predictive syntactic analysis method requires that a preferred 

argument be selected for every word« Even if the attributed argument is 
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an arbitrary ohoiqe. new prediotione oan bs generated for the updatod 

predlotion pool by the preferred argument,and so any nested structure which 

oan be predicted by the word labeled arbitrary choice can be identified on 

the same pass. 

Sinco the first alternative argument is arbitrarily chosen as the 

preferred argument, in the event it is discovered later that this choice 

was made in error, a list of the other potential choices will be available 

in the hindsight file. If the alternative arguments are ordered in 

decreasing probability of occurrence, then arbitrary choice preferred 

arguments will have the best opportunity of being selected correctly. As 

was mentioned earlier, the ordering of the alternative arguments is only 

secondary, however, since all the alternative arguments are tested against 

each prediction in turn. In the instances where more than one intersection 

is found, the greatest effect on the selection of the preferred argument 

will be the ordering of the predictions in the prediction pool,as discussed 

in the preceding section. Poor ordering, especially in the prediction pool, 

will be indicat od by frequent wrong analyses on the first pass of a sentence, 

with the correct analysis noted on the hindsight file. 

The end wipe prediction in its second role and the arbitrary choice 

prediction are usad in the second illustrative example (Fig. 5-2). The 

same prediction span indicators are used in this example as in the example 

of the preceding section.. The same words in a rearranged order, corre- 

sponding to the emphatic stateraenttÄra: Mweex KpacHwfö CTOJI, will be used 

(Fig» 5-2.1). 
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The analysip starts in the same «MBHeT^as fntlisrprevious example. 

After initializing the program (Fig. 5-2.2), the alternative arguments of 

Horn are brought into the central memory location (Fig. 5-2.3). The 

attributed argument, subject, and the preferred argument, /noun, nominative, 

plural, feminine/, are assigned to Bora as a result of the first inter- 

section between the first prediction and the second alternative argument 

(Fig. 5-2.-4) • The second and only other intersection between the object 

prediction and the alternative argument, /noun, accusative, plural, 

feminine/, is noted on the hindsight file. 

The prediction pool is updated with the addition of the noun 

complement prediction after the subject prediction has been wiped 

(Fig. 5-2.5). Since the subject prediction has been fulfilled, the 

predicate head prediction can be modified so that only a third person, 

plural, and feminine predicate can fulfill the prediction. 

The one alternative argument of the verb HMeer is brought into the 

oent.-al memory location (Fig. 5-2.6) and is tested against the predictions 

in the pool. There is no intersection with the noun complement prediction. 

Likewise, there is no intersection with the predicate head prediction since 

KM68T is singular and the prediction has been modified so that only a 

plural predicate can fulfill it« Ho intersections are discovered in testing 

the alternative argument against the object and infinity predictions. (The 

latter prediction will be discussed in Section 5.) 

The lack of an intersection is sensed by the end wipe prediction,, 

which then wipes some of the prediction!? from the prediction pool 

(Fig. $-2.7)» The predictions for which PSI = 02 are not wiped (by the 

definition adopted for this example). Since two of the predictions^ 
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predicate hgad aal.objeot, that are wiped have PSI = 01, their wiping is 

recorded on the hindsight til-u   The testing for Intersections is continued. 

Since there is no intersection with thj ^nd of sentence prediction, the 

arbitrary choice prediction selects the alternative argument as the preferred 

argument and assigns the attributed argument, arbitrary choice, to nweeT. 

The arbitrary ohoioe prediction also increments the chain number (Fig. 5-2.8). 

Even though the verb is transitive, no object prediction which can 

be modified is left in the prediction pool. The remaining four predictions 

are pushed to the top of the prediction pool (Fig. 5-2.9). The two 

alternative arguments of KpaoHbrit are then brought into the central memory 

location (Fig. 5-2.10). 

Once more, no Intersections have been found when the end wipe 

prediction is being tested. But since there are no predictions in the pool 

that can be wiped, there is no explicit change in the pool. No intersections 

have been found when the arbitrary choice prediction is being tested^so that 

the attributed function, arbitrary choice, is assigned to Kpacntifi. Since 

there are two alternative arguments of KpacHtrö, the first one is arbitrarily 

selected as the preferred argument and the second one is recorded on the 

hindsight file (Fig. 5-2.11), 

A master prediction is entered at the top of the updated prediction 

pool since KpacHuö has an adjectival preferred argument (Fig. 5-2.12). The 

alternative arguments of CTOJI are brought into the central memory location 

(Fig. 5-2,13) and are tested against the predictions in the pool, k single 

intersection is discovered which results in the attributed argument, master 

(of arbitrary choice) and the preferred argument, /noun, nominative, singular, 

masculine/ (Fig. 5-2.U)- 
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The prediction pool is updated with the addition of a noun complement 

prediction (Fig. 5-2.15). and the alternative argument of the punctuation 

mark is brought into the central memory location (Fig. 5-2.16). The 

single intersection resulting In the preferred argument, /end of sentence/, 

is noted on the main output file (Fig. 5-2.17), after which the prediction 

pool is updated for the last time (Fig. 5-2.18). The noun complement 

prediction is wiped at this time because Its PSI = 00. 

If the output is now scanned, the chain number is discovered not to be 

equal to zero, and if the sentence is, indeed, grammatically correct, it 

can be assumed that there was an error in the analysis. In the analysis of 

this sentence, the error can be identified in the hindsight by the alternate 

object attributed argument of Horn and the wiped object prediction. A 

second pass through the sentence, assigning the alternative attributed 

argument to Horn^would lead to a correct syntactic analysis. 

Although in the analysis of the first word of the sentence there 

was an error which was subsequently discovered when analyzing the second 

word, no attempt was made to correct the error at that time. In this 

sentence the error was obvious and could have been corrected immediatelyo 

But it is possible that errors in other sentences might not be so obvious, 

and there might be several clues throughout the remainder of the sentence 

that would aid in determining the necessary correction« While continuing 

with the analysis, the subordinate nested structure of the noun phrase, 

KpacHHM CToa, was correctly identified, as would be any other nested structure 

that followed in its entirety the identification of the error. Unless some 

evidence suggesting that corrections be made at once when the errors are 
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discovered oomes to light, oorreotion will be attempted only after the 

analysis of an entire aentenoe. 

Since the implioationa involved in error oorreotion are not yet 

clear or understood, no attempt has been made yet to write such a program. 

To conclude the discussion of this illustration, it is interesting 

to see what would have happened if the end wipe and arbitrary choice 

predictions had not been invoked and the noun complement, predicate head 

and object predictions had been allowed to remain in the pool after the 

error was discovered. Kueer would have modified the object prediction so 

that only an accusative object would have fulfilled the prediction. The 

adjective KpacHuft would have been accepted as the object of MMeer, and CTOJI 

would have been accepted as the master pf (the aocusative adjective) 

KpacHHfi. This result seems to be far less satisfactory than the one 

Illustrated. 

4.. The Predictive Syntactic Analysis Program 

The input to the predictive syntactic analysis program is a text» 

in which every word is represented by aJLine in the texthadlc format 

(Fig. 5-3a) (see Section 3«4.)» Two outputs, the main output file (Fig. 5~3b) 

and the hindsight file (Fig. 5-3G), are produced by the program. Column 9, 

which in the texthadic format contains the dictionary entry number, is 

Teplaced on both output files by the attributed argument of the word and by 

the text serial number (modulo 1000) of the word that was the source of the 

prediction that resulted in the attributed argument. In columns 6 and 7 of 

the output file, the alternative arguments are replaced by the preferred 

argument. On the hindsight file, each intersecting alternative argument 
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that hae not been selected as the preferred argument is represented by 

a lino, and the alternative argument itself is plaoed in columns 6 

and 7. Two extra columns exist on the main output file which are re- 

ferred to as columns 3A and 3B. Column % contains the chain number 

after the analysis of the word represented by the 10-word item. 

Column 3B contains the number of predictions in the prediction pool be- 

fore the analysis of the current word. Moreover, whenever a prediction 

which should have been fulfilled is wiped from the pool, it is marked on 

the hindsight file (Fig. 5-3d). 

It should be stressed once more that the single English corre- 

spondent of the Russian word that is included in a texthadic item has 

little significance in the translation of the examples given in this 

chapter. The purpose of its appearance is to aid the reader who understands 

no Russian. 

The machine program that has been written by Bessert consists of 

two sets of subroutines in addition to a skeletal section. The actual 

analysis is carried out by the subroutines while the skeletal section 

performs the necessary bookkeeping tasks. The skeleton provides the 

mechanism for stepping through both the predictions in the pool and the 

alternative arguments, so that a single alternative argument is tested 

against a single prediction at a time. It also provides the mechanism 

i for updating the prediction pool. 
» 

The first set of 22 subroutines, called essences (Table 5a of 

Appendix F) represent syntactic relationships that are predicted and 

fulfilled during syntactic analysis. The subroutines themselves carry 



^-30 

SS5 

SSS2 

sss 

sssss 
JL. 

ESS2J 

sssss 

S2JS 

s^: 

p 

R     ^ 

ä| 

s& 

SS 

S2 

ü 
•H 

S 
I 
EH 

3SSSS 

< 

a sr 

ssss 

SS5S 

ssss 

sgss 

KSS 

m 

sS5 

^rsv 

o 
das _s. 

< 

yd 

s|s 

3^3 

SSS2 

ESS 

sssss 

S35S 

S3SSS 

KSSS 

SSSS 

Tr 

ssss 

o 
p 
E 

ß 
o 

z •H 
Ul ■P 15 ü 

■H 
0. TI 
S 
o 

PH 
z 
o '0 
h- Q) 

t-  in   a         fl, 
o  o   UJ        4H 
UJ    Q.    t-             AJ 
■3  uj   <n        i^ 

ao c   s o o o.   5         «) 
1-   ■ 
o 
5 
u 

4H 
O 

a 
a. ß 
o o 
2 •H 
i< N   01    N           -P 
< N   *   N          a 
2 Oi   0>   01           e\ 

o ^ i fi 

o ^ 
et 
UJ 
CD § i i-   w 

o   I 

UJ 
->    Ul 

f: o  5 
UJ    .       ~ 

tu -3    K     Q 
01 m  u.   u own: 
u. H io   -J   a. 
o < 

S 
(0 u: 
H O Z         ! 
o 2 9 
Q o 
U Z a     1 
lü UJ 
E s 

s £   ? O    If 
F a <n   a 

IT a 
i-   „ 10 UJ OT   ^ a. <   « 
-j   a. ü- 5 

<   nr o  o 

(1) 
1> 

•H 
•P 
ü 

•H n ■9 i 
0) \s\ 
£ 0 

H •^ 
cd fe 

0) I 
0) 

-p 

o 
-!■■> 

1 o 

p a 
■p 

"0 



5-31 

out all the tests to determine whether & prediction is fulfilled by one 

(or more) of a set of alternative arguments. There is an essence sub- 

routine for every prediction tha't can be stored in the prediction pool. 

The second set of 25 function type subroutines (Table 5b of 

Appendix F) represent word categories similar to the familiar "parts of 

speech" and "syntactic roles". These subroutines make the new predictions 

which are then put into the prediction pool and also modify existing 

predictions in the pool. The first group consists of 15 subroutines 

that represent the parts of speech and make new predictions based on the 

preferred arguments of the analyzed words, whereas the second group consists 

of 10 subroutines that represent the syntactic roles and modify existing 

predictions in the pool according to the attributed arguments of the 

analyzed words. 

If the name of a subroutine is likely to be misleading, a suffix 

"-E" for essence type subroutine and a suffix "-T" for the function type 

subroutine have been appended to the name. 

The subroutines are completely independent, that is, only one 

subroutine is used at a time. Once control is passed to the subroutine, 

the subroutine retains control until the testing or generating process 

is completed, after which control Is returned to the skeletal program. 

The relationships among' the alternative arguments, the predictions?and 

the subroutines are shown in the tables of Appendix F. A detailed example 

of the use of the tables is also given in the appendix. 

The interrelationships between the predictions and the alternative 

arguments have been condensed and summarized so that they could be 
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presented, in their entirety, on two pages (Table 5-1 and 5-2). The 

preferred arguments that oan fulfill the 22 essences (or predictions) 

listed in Table 5-1• In Table 5-2 are listed the predictions that are 

made or modified by the preferred and attributed arguments. 

As an example of the use of these tables, the subject prediction 

oan be fulfilled by a noup. pronoun, adjective, numeral^or sash, alternative 

argument (Table 5-1)• This table does not indicate that the first four 

alternative arguments must be nominative, nor does it indicate that the 

verb must be infinitive. For this detailed information, the tables in 

Appendix P must be referred to. If a noun is selected as the subject, the 

noun complement prediction is made by the floun preferred argument, the 

predicate head prediction is modified, and a compound subject prediction 

as well" äs an infinity"and end wipe prediction is made by the adjective-noun 

subject attributed argument (Table 5-2). 

With the set of subroutines that are in the experimental program, 

the following nested structures are recognized; 

1» Noun structure - a string of adjectives terminated by a 

single noun, where all the adjectives and the noun agree 

in case, numberjand gender. 

2. Noun phrase - a noun structure in any case possibly followed 

by one or more noun structures In the genitive case. 

3. Prepositional phrase - a preposition followed by a noun 

phrase where the initial noun structure Is in a case 

that can be governed by the preposition. 
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Alternative Arguments that Fulfill the Predictions in the Pool 

TABLE 5-1 



S~3h 

EssenoeB 

■p 8 
01   0) 
i u 
ft-—• 

H 

I o 
Ü 

g 

$ 
3 ca 
o a 

1^ 
fi W t-q 

fill 
O   O   Q 

_     P«   P4  P( 

tt)  3  fi  O   O  O 

Ü 
ID pq 

•P 
ü 
0) -H 

•p Td 

s fiiS 

ö 
•t-i   p 
4i pa a 
•H  i   a) n pg 
S ü 
Q< (U ^3 

iCo>i-3co diüÜÜÜOÜO 

-q -a -q -q 

p, ft a< D. 

w 

8 

11 
o £ 

CH H «H Tl 'ü JD 
a, (S iS H M M -3 

M 
0)  Ö 

5S 

Preferred 
Arguments 

Adverb 
Numeral 
Pronoun 

Noun 
Adjective 

Preposition 
Verb 

Participle 
Gerund 

Verb Predicate Head 
Adjective Predicate Head 

Kdjective-Noun Subject 
Pronoun Subject 

Verb Subject 
Left 0bject-T 

Object-T 
Noun Compleraent-T 

Preposition Coraplement-T 
Verb Master-T 

Infinite Conjunction 
Relative Conjunotion-T 

Comma 
Initial 

1 1 
1 1 1 1 

1 1 

Attributed 
Arguments 

a a a a a a a 
a 

111 
111 

11111 
1111111 
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Key: 1 - Prediction made 

® - "Compound" prediction made 

m - Prediction modified 

a - Prediction activated 

Predictions Made by Preferred Arguments and Attributed Arguments 

TABLE 5-2 



5-35 

^'   Verb phrase (including participial phrase) - a verb 

or participle in any mood followed by one or more noun 

phrases in cases which can be governed by the verb or 

i participle. 

5. Clause - independent and dependent clauses are both 

treated in the same manner in the present program. 

Only three fundamental elements of a clause are 

considered: subject, predicate, and object. Usually 

there are several phrase structures within a clause. 

The nested structures in the sentence often include combinations 

of clauses and the several types of phrases. All the efforts until now 

have concentrated on identifying all the members of a given clause or 

phrase so that, at this time, there is no scheme in the program to 

determine the syntactic relationships among the phrases and clauses. 

The steps of the experimental predictive syntactic analysis program 

parallel quite closely the steps in the algorithms of the preceding chapter» 

The individual steps of the program are summarized formally in Iverson's 

notation (Program 5-1)« 

The program is Initialized for each sentence in steps 1 and 2. 

Th', chain number is set to zero and an initial set of predictions is 

stored in the prediction pool. 

The first word on the input file is read into the temporary store ^9 

and the alternative arguments of the word are listed in r (Steps 3 and 4)• 

A matrix d,  in which will be recorded all the possible pairs of preferred 

argument and attributed argument, is cleared in step 5« 
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Input file - sentenoe to be analyzed 

Output file - preferred arguments and 
attributed arguments 

Output file - hindsight 

Chain number 

Vector representing predictions in prediction pool 

Set of predictions put into the pool at the 
beginning of every sentence 

Arbitrary choice prediction 

Alternative arguments of word x 

Predictions to be made based on the preferred and 
attributed arguments of word x 

Updating operation on prediction pool 

Symbols of Algorithm for Predictive Syntactic Analysis 

5-3 
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The Index i Is initialized in step 6 and deoremented in step 7 to 

allow for the process of step 8, where all the alternative arguments are 

tested against each prediction in the order of the listing of the prediotions 

in the pool. This testing for intersections ("^") results in a logical vector 

with length equal to L(l), each component of the vector equal to "1° if the 

corresponding alternative argument of r can satisfy the prediction TT^. The 

vector r iß then reduced by this logical vector, and the corresponding 

potential preferred arguments are stored in 9  . For each potential preferred 
o 

argument, the appropriate potential attributed argument is stored in 9 

(Step 9). 

When this process has been carried out for each prediction in the 

pool, the program checks whether any preferred arguments have been discovered 

(Step 10). If not,- the chain number is incremented in step 11 to indicate 

that there has been an error in the analysis, all the alternative arguments 

are transferred to g (Step 12), and the arbitrary choice attributed 

argument is placed into the corresponding positions of 0 (Step 13). so 

that the program can arbitrarily choose a preferred argument« 

In step 14, the first alternative argument of 0, which is the first 

alternative argument intersecting with a prediction in the pool, is taken 

as the preferred argument. If no prediction has been fulfilledj the first 

alternative argument on the list 0 is recorded as the preferred argument 

on 4^ (Step 14). In either case, the appropriate attributed argument is 

also recorded on ^. 

All the other alternative arguments on the list 9  are stored in the 

hindsight file <l> (Step 15). In the last step, new predictions are inserted 
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at the top of the prediction pool based on the prefermd argument and the 

attributed argument of the analyzed word. The old prediction pool ia 

appended to the new pool from below after suitable modifications, 

including the wiping of predictions due to -the activation of end wipe, 

have been made to the predictions in the old pool. 

The process returns to step 3 and the next word is read into »//. 

5. The Prepositional Phrase 

The occurrence of certain words in a sentence such as adverbs, 

commas, and some prepositions cannot be predicted. They occur without 

any previous signal and therefore it is necessary to provide a special 

scheme to analyze such words. In the experimental program, the infinity 

prediction is the mechanism that permits the identification of such 

words independent of preceding words in a sentence. Since there is an 

infinity prediction in the pool at all times, these words are always 

predicted. 

If a word is predicted by the infinity prediction, the syntactic 

structure of the sentence is incomplete. All that is known about the 

word is the nest within which it belongs, since each infinity prediction 

is located in a set of predictions in the pool representing a nested 

structure of the sentence under analysis. Only after the entire nest 

has been analyzed can the word predicted by infinity be tied syntactically 

to the rest of the nested structure« The infinity prediction always 

inhibits the action of the endjdpe and arbitrary choice predictions5 

since it is located above the other two predictions in the pool. 
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Three examples will be used as illustrations of tho analysis of 

prepositional phrases. The texthadio input, the main output file oontaining 

the preferred and attributed arguments, and the hindsight file (if any) will 

be shown with each example. 

A straightforward analysis is illustrated by the phrase Ha aHOflnoft 

HarpyaKe jjawnH (Fig. 5-4.). The rules for the analysis are given in 

Appendix P. The single alternative argument, /preposition/, of sa fulfills 

an infinity prediction, at least one of which is always in the prediction 

pool. Since no other intersection is possible, nothing is written on the 

hindsight file. 

A preposition complement prediction is made for every case and number 

combination that the preposition can govern. The four combinations that Ha 

can generate are indicated in column 6 of the texthadic item. The priority 

list for the ordering of the preposition complement predictions is given by 

the first three characters of column 8. In this instance, the prepositional 

(locative) predictions are listed prior to the accusative predictions. The 

singular prediction is always predicted prior to the plural prediction. The 

first few predictions in the pool after the analysis of na are; 

1. Preposition complement (locative singular) 

2. Preposition complement (locative plural) 

3. Preposition complement (accusative singular) 

4.« Preposition complement (accusative plural) 

5« etc. (old predictions) 

Two predictions for each case are made for historic reasons only. 

It was convenient originally to make separate predictions for each case 
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and nvonber ocsnbination, To reduce the ntmber of predictions in future 

versions of the experimental progxan, only two predictions should be made, 

one for each case. Then each prediction vould accept either a singular or 

a plural prepositional ccmpleaent. 

The four alternative arguments of aHOÄHot are brought into a central 

memory location and are tested against the predictions for interseotiona. 

There is only one intersection between the first four predictions and the 

alternative arguments, resulting in the preferred argument /adjective, 

locative, singular, feminine/ and the attributed argument preposition 

complement. There are no other intersections with the previous predictions 

in the pool (from the earlier words in this sentence), so nothing is recorded 

on the hindsight file. 

Since the PSI of the preposition complement prediction is 00, the 

three predictions which have not been fulfilled are wiped from the pool. 

Four new predictions are inserted at the top of the new pool, the master 

prediction by the adjectival preferred argument and the other three by the 

preposition complement attributed argument;; in the following orders 

(1) Master (of preposition complement) (locative, 
singular, feminine) 

(2) Compound preposition complement (locative) 

(3) Infinity 

ik)   End Wipe 

(5) etc» (old prsdictions) 
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The two alternative arguments of Harpy3i<e   are brought into the 

central wemory location.   Once more there is only a single Intersection 

between the alternative arguments and the predictions in the pool, and 

HarpyaKe   is assigned the preferred argument /noun, locative, singular, 

feminine/ and the attributed argument master«   Nothing is recorded on the 

hindsight file. 

Since the master attributed argument makes no predictions, only 

the prediction of noun complement is made by the preferred argument.   This 

prediction replaces the fulfilled master prediction at the top of the pool 

as follows; 

(1) Noun complement 

(2) Compound preposition complement (locative) 

(3) Infinity 

(h) End Wipe 

(5>) etc. (old predictions) 

When the three alternative arguments of jEaMrm are tested against 

the predictions, the only intersection results in the preferred argument 

/noun, genitive, singular, feminine/ and the attributed argument noun 

complement« Once more nothing is written on the hindsight file. 

Several interesting points of this analysis are wcrfch noting: 

(l) ill the predictions for the analysis of the prepositional 

phrase were located above the predictions that were in the pool just before 

the phrase occurred. In fact, there is an end wipe prediction located 

between the old predictions in the pool and the remaining new predictions. 



The analysis of the phraso has been carried out entirely independently of 

any previous analysis of the sentence. 

(2) All ambiguities in the adjective and the two nouns have been 

completely resolved, and a unique case and number has been assigned to 

each vord, 

(3) The analysis of the prepositional phrase was completed with 

no arbitrary choices, and no alternatives were recorded on the hindsight 

file.   This would indicate that the analysis was carried out correctly and 

no other analysis could have been possible. 

(k)   The prepositional phrase consists of the preposition Ba and 

the two noun structures aHOflHofi sarpysKe and jiaMnH which together make up 

a noun phrase. 

In contrast to the simple analysis of this phrase, consider the 

phrase   B nocjieflyicflpDC KacKaÄax(Fig. 5-5).   The preposition B, which fulfills 

the infinity prediction, makes four preposition complement predictions as 

did Ha in the previous example, except that they are listed in the opposite 

order, accusative first and locative second, since the priority order in 

column 8 is different. 

There are several intersections between the alternative arguments 

of nocjieflyMprs and the predictions in the pool»   The first intersection is 

between the alternative argument5 /adjective, accusative, plural/, and the 

accusative plural preposition complement prediction»    The second intersection 

is between the alternative argument, /adjective, locative, plural/, and the 

locative plural preposition complement prediction.   As usual, the alternative 
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argument of the first intersection ia assigned as the preferred argument, 

and the other intersections are recorded on the hindsight file. 

The analysis of the preceding words in this sentence generated two 

other, older, predictions, which are fulfilled by the alternative arguments 

of nocneflyBmrac. These two intersections are noted in hindsight; but, since 

they actually have nothing to do with the analysis of the phrase, they will 

be neglected here. 

The prediction pool is updated, and at the top of the pool is 

entered a new set of four predictions» 

(l). Master (of preposition complement) (accusative plural) 

(2) Compound preposition complement (accusative) 

(3) Infinity 

(10 End Wipe 

(5) etc, (old predictions) 

There are no intersections whatsoever between the single alterna- 

tive argument of KacKaflax, /noun, locative, plural, masculine/, and the 

predictions in the pool» When no intersections are found during the test- 

ing of the first three predictions, the end wipe prediction is activated, 

and all four predictions are marked for wiping from the pool* Since the 

master prediction has a PSI of 01, its wiping is listed on the hindsight 

file. Because no intersections are found when the rest of the predictions 

in the pool are tested, the alternative argument is taken as the preferred 

argument by the arbitrary choice prediction^ and the arbitrary choice at- 

tributed argument is assigned« The chain number is then incremented from 

05 to 06« 



As is obvious even to the casual reader of Russian, the wrong case, 

the accusative instead of the locative, was selected for nocjiefly'iomwx. On 

a following paaa, this information would be sufficient to select the locative 

alternative argument as the preferred argument. 

All the errors in prepositional phrases that have been made  so 

far by the program occur with the preposition B, as in the preceding example. 

This suggests that there is an error in the ordering of the preposition 

complement predictions in the pool for B, since the correct prediction is 

always located bslow the one selected as the attributed argument. The 

priority order of the cases governed by B should be inverted, so that the 

locative case is tested before the accusative case. This can be done by 

modifying the information in the first two character positions of column 8 

for the preposition. 

Another example of more interesting nesting is offered by the string 

M3MepMTb cpe^HioKi 3a MHoro nepwoflOB awruiMTyfly (Fig. 5-6). The single alterna- 

tive argument of cpe^mm  intersects with three predictions in the pool. It 

fulfills the prediction of object of the verb infinitive uauejMTh . The 

other two intersections with earlier object predictions are recorded on the 

hindsight file, A master prediction Is entered at the top of -o pool. 

The following preposition aa fulfills an infinity prediction and 

sets up four preposition complement predictions above the master piediction 

as follows: 
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(1) Preposition coiaplement (Inatrrunental singular) 

(2) Preposition complement (instrumental plural) 

(3) Preposition complement (accusative singular) 

(U) Preposition complement (accusative plural) 

(5) Haater (of object) (accusative singular feminine) 

(6) etc. (old predictions) 

The following numeral unoro has eight alternative arguments: 

(1) /adjectival, nominative, singular/ 

(2) /nominal, nominative, singular/ 

(3) /adjectival, accusative, singular/ 

(4-) /nominal, accusative, singular/ 

(5) /adjectival, nominative, plural/ 

(6) /nominal, nominative, plural/ 

(7) /adjectival, accusative, plural/ 

(8) /nominal, accusative, plural/ 

There are fourteen intersections among the alternative arguments 

and the predictions in the pool. The first intersection is between the 

third prediction in the pool and the third alternative argument, resultiog 

in the preferred argument and attributed argument Usted on the main output 

file» The fourth, seventh, and eighth alternative arguments also intersect 

with the third prediction, and there are two intersections between the fifth 

prediction aKd the third end fourth alternative arguments. These, and the 

resiaiioing eight intersections are listed on the hindsight file in the order 

in wbioh they are identified* 
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Numerals, when used adjectivally, make special master predictions 

dependent on the information contained in column 8.' MHOPO predicts a master 

in the genitive case, and either singular or plural. Since the remaining 

unfulfilled preposition complement predictions are wiped from the pool 

(PSI is equal to 00), the top of the new pool after the analysis of MHoro 

is as follows: 

(1) Master (of preposition complement) (genitive) 

(2) Compound preposition complement (accusative) 

(3) Infinity 

U) End Wipe 

(5) Master (of object) (accusative, singular, feminine) 

(6) etc. (old predictions) 

The single alternative argument of nepnoflOB intersects with the first 

master prediction, resulting in the attributed argument master of preposition 

complement. The noun preferred argument makes a new prediction of a noun 

complement, replacing the fulfilled master prediction at the top of the pool. 

Next, the single alternative argument of amvmTjßj  is brought into 

the central memory location and tested against the predictions in the pool. 

None of the first four predictions are fulfilled^so that the end wipe pre- 

diction is activated. This is a signal that the analysis of the prepositional 

phrase has been completed and the predictions of another nest are about to 

be tested. There is an intersection with the following master of object 

prediction which is noted on the main output file. Two other later inter- 

sections are then also noted. The final analysis shows the prepositional 

phrase 3a MHoro nepMOflOB nested within the noun phrase cpeflHoio aMiumTypj ■ 
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Although no mistakes have been shonn in this section, it is possible 

that they can occur, particularly so when there is a legitljnate ambiguity 

in the syntax that cannot be solved by syntactic analysis alone. Such a 

situation will be shown in the next section. 

6. The Identification of the Subject, Predicate, and Object in a Clause 

The recognition of the subject, predicate, and object in a clause 

is closely akin to the recognition of the necessary elements within any of 

the phrase structures. What make the subject, predicate, and object unique 

are the grammatical relationships among them which permit the subject, 

predicate head, and object predictions to be modified whenever one of them 

is fulfilled. In the existing experimental program, this is the only set 

of predictions that behaves in such a manner. 

Whereas the subdivision of claused into two divisions such as 

5 
Chomsky's noun phrase and verb phrase is the more common, in the present 

scheme of predictive syntactic analysis for Russian it is convenient to 

divide the clause into three divisions. This division adds facility to the 

manipulation and modification of the subroutines. 

Actually four rather than three predictions are utilized to carry 

out the analysis of a clause^ since both a left object prediction and an 

object prediction are used. The left object, which can be fulfilled by an 

accusative or instrumental adjective, noun, pronoun, or numeral, is predicted 

with the subject and, predicate head predictions and must be fulfilled before 

the predicate has been identified, that is, it is located to the left of 

the predicate? otherwise, it is wiped from the prediction pool when the 
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predicate is identified and an object prediction is made based upon the verb 

government coding in the predicate head. Once more, it is simply a question 

of convenience in coding and also in the arrangement of the program output. 

In a majority of cases, the subject, predicate, and object occur in 

the order mentioned; however, it is not uncommon to find a sentence where 

the positions of the subject and object are reversed. The reversed con- 

struction occurs too frequently for the analysis not to have a mechanism to 

recognize it. The left object prediction has been created to fulfill the 

need for interpreting on the first pass the sentence in which the object 

precedes the predicate. 

There is no obvious disadvantage to this scheme of operation. Errors 

and mistakes due to this approach do occur and an example of each will be 

considered later in this section. However, since all the alternative schemes 

that were considered seem to allow at least as many errors and mistakes, this 

approach does not seem disadvantageous. 

Initially, predictions of subject, left object, and predicate head 

are entered into the pool in that order. The predicate head prediction is 

modified if either the subject or the left object predictions are fulfilled 

first. Likewise, the predicate head prediction modifies the subject pre- 

diction when the predicate head is fulfilled first. The modifications serve 

to limit the number of alternative arguments that can intersect with the 

modified predictions. This is particularly important because of the frequency 

of ocQurrence of nouns and adjectives with at least two alternative arguments, 

on© nominative and the other either accusative or instrumental. Frink and 

Kline have coxapiled some statistics on the frequency of the textual occurrence 
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of the various alternative arguments. Sooe of the figures based on a sample 

of 9,618 nouns and adjectives found in texts are given in Table 5-4-. It is 

seen that more than one third of all nouns and adjectives have nominative- 

accusative or nominative-instrumental alternative argument pairs which can 

fulfill both subject and object (or left object) predictions. Without the 

modifications of predictions for agreement in case and number, errors in 

analysis would occur more often, and more passes would be needed to achieve 

a correo* analysis. 

Nouns Adjectives 
Nouns and 
Mjectives 

Words with alternative 
arguments that can 
fulfill both ßubjeot 
and object predictions. 

Words with alternative 
arguments that can 
fulfill either subject 
or object predictions. 

Words with alternative 
arguments that can 
fulfill neither subject 
nor object predictions. 

2,706     U.0% 

938     15.2% 

2,509    40.8% 

6S1$3 

878    25.3% 

2,429     70.1% 

158      4.6% 

3,-465 

3,584    37.3% 

3,367    35.0% 

2,667    27.7% 

9,618 

Frequency with which Text Occurrences of Nouns and Adjectives 
Can Fulfill Subject and Object Predictions 

TABLE 5-4 
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To Illustrate the effect of prediction modification, several examples 

will be usedj and predictions which do not affect the modificationa of 

interest will be deliberately overlooked. 

The most common sequence ia aubject-predicate-objeot, which is 

represented hy the sentence segment aflect MU onpe^ejniM anaueHMfl... (Fig. 5-7). 

The subject, left object, and predicate head predictiona are in the pool in 

the given order. Placing the subject above the left object permits a word 

whose alternative arguments intersect with both predictions to be selected 

as the subject. 

The first word, the adverb aflecb, ia accepted by the infinity pre- 

diction. Since an adverb makes no new predictions the pool remaim unmodified. 

The pronoun MU has only one alternative argument, /pronoun, nominal, first 

person, nominative, plural, masculine or feminine^ which intersects only 

with the subject prediction. Since there are no other intersections, nothing 

is recorded on the hindsight file. In updating the prediction pool, the 

predicate head prediction is modified so that only a first person, plural, 

and masculine or feminine predicate can fulfill the prediction. The following 

verb onpe^ejuiM satisfies these imposed conditions so that it can be selected 

as the predicate head. The second alternative argument of onpe^ejiMM, 

/short form adjective, singular, masculine/, cannot satisfy the conditions 

imposed on the predicate head prediction since the alternative argument is 

singular and the modification is for plural only« 

Since the predicate head has been fulfillsd before the left object, 

the latter prediction is wiped from the pool and, a prediction for an 

accusative object, based on the "W8 goverameat code in column 5 of onpe^ejmM, 
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is entered into the new pool.   Although aHEweroifl has three alternative 

arguments, there is onJy one intersection and the noun is selected as 

the object of onpe^ejinM. 

An exaiaple of an adjective predicate head preceding a subject is 

given in the next illustration, npefljroxeHa MeTOÄiiKa...(Fig. 5-8).   The 

single alternative arguisent of npefljuoxeHa intersects with the predicate 

head prediction.   The subject prediction is then modified so that only a 

singular and feminine subject can be accepted.   Since MeroÄHKa fulfills 

these limitations, it is accepted as the subject of the clause. 

As an example of how the modification of predictions catches errors, 

consider the string npn nofliunweHKH cjie^yranero HaKaruiMBaKHiierc KOHHSHcaTopa 

see flBjieroifl noBTopjncrrcH.. .(Fig. 5-9).   The subject, left object, and 

predicate head predictions are in the pool together with an infinity pre- 

diction.   The preposition npM is accepted by the infinity prediction which 

leads to the identification of the prepositional phrase npu no^KjocweHiiii 

CJie/tyromero naKaiuiMBaiomero KOE^encaTopa  (Sec. 5).   After the analysis of 

KOH^eHcaTopa, a prediction for a noun complement is placed above the other 

predictions of the clause. 

The pronoun see has eight alternative arguments: 

(1) /pronoua, adjectival, noEdnative, singular, neuter/ 

(2) /pronoon, adjectival, accusative, singular, neuter/ 

(3) /pronoun, adjeetiml, aradnative, plural/ 

U) /proamm, adjectival, accusative, plural/ 

(5) /pronomüj, needfial, aomnative, singular, neuter/ 

(6) /pronoun, nosainalj accusative, singular, neuter/ 
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(7) /pronoim, noninal, nadLnatiTe, plural/ 

(8) /pronoun, ncainal, accusative, pluraV 

Four of these altornative arguaents Interseot with the anbjeot prediction, 

and the other four interseot with the left obJoot prediction. Although 

see is correctly identified as the subject of the clause, the wrong preferred 

argnasnt is seltoted, /pronoun, adjectival, 3rd person, noainatlve, singular, 

neuter/. All of the seven other intersections are recorded on the hindsight 

file. The subjeot attributed argtment nodifies the predicate head prediction, 

so that only a singular and neuter predicate can fulfill the prediction. 

The adjectival preferred arguaent sets up a »aster prediction^which must be 

fulfilled (PSI 01) followed hy an end wipe. A noun or adjective fulfilling 

the master prediction Bust be nosinative, singular, and neuter. 

When the three alternative arguments of srnzemn are brought into 

the central aeraory location, none of them intersects with the leading master 

prediction. The end wipe is activated, wiping the master prediction and 

noting it on the hindsight file. The /noun, accusative, plural, neuter/ 

alternative argument intersects with the left object prediction. This 

further modifies the predicate head prediction so that only a transitive 

verb can be aooepted. 

The verb wmopfmcn cannot fulfill the predicate head prediction, 

sinoe it is plural and reflexive. It cannot fulfill any other prediction 

either, so that it is selected as an arbitrary choice after the predicate 

head prediction is wiped and recorded on the hindsight file. Hie chain 

mmber is inoresented to indicate the error* In a later pass, if the subject 

prediction were Initially limited to plural ssibjeets, the analysis would 

proödää correctly. 
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The sentenoejITpeflMeTOM Haoxoflinero cooömeroifl aan^eTcn aHeurwa 

BoawDXHocreft... (Fig. 5-3ßl is an example of the sequence objeot-predioate- 

aubjeot, which is quite uoffltnua when there is a reflexive verb acting aa the 

predicate.   The subject, left object, and predicate head predictions are at 

the top of the pool when the alternative argument of npe^MeroM, /noun, 

instrumental, singular, masculine/, is tested.   The single intersection with 

the left object prediction results in the selection of npe^ueTOM aa the 

object of the clause.   The predicate head is modified so that only a predicate 

governing the instrumental case can be accepted.   The noun phrase HacTo^mero 

cooÖmeHMH is selected as the noun complement ofnpeflweTOM   (see Sec. 5), after 

which the alternative argument of HBjiweroH is tested.   Once more there is a 

single intersection, this time with the modified predicate head prediction. 

The program can determine that the verb governs the instrumental case by- 

testing whether the verb is reflexive.   Having selected a predicate before 

finding a subject, the subject prediction is modified so that only a third 

person singular subject can be accepted.   Although there are two alternative 

arguments of anajuia, there is only one intersection,and anajma is chosen as 

the subject of the clause. 

Another sentence, B 
8Ty ewKOCTb ITOMWMO pacnpeflejieHHofi eMKocTM 

MDHraxa Hxo^OT MeaflyejieKTpoflHHe eMKOCTK. scex noflKjnoqaioiniix jiaifli»  (Fig. 5-11), 

demonstrates that the ordering of the predictions can occasionally cause an 

error.   The sentence starts with two prepositional phrases B sry eMKOCTfc and 

noMMMO pacnpeflejieHHofi eMKocTM MOHxasa.    The next word, the verb BXCflHT^ 

fulfills the predicate head prediction, on the one hand, modifying the subject 

prediction so that only a third person plural subject will be accepted and, 

on the other hand, after wiping the left object prediction, introducing an 
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accusative object prediction in the pool above the subject prediction. The 

alternative arguments of the following adjective, MeisyajieKTpoÄHHe, intersect 

with both the object and subject predictions. The attributed argument is 

object since the first intersection is with the object prediction. EMKOCTO 

fulfills the master prediction generated by the preferred argument of 

MearorsjieKTpoÄH«, and scex noflKjntwannHx Jiaun is a noun complement noun 

structure predicted by euKocTH. When the period, the punctuation mark 

indicating the end of the sentence, is identified, all remaining predictions 

that should have been fulfilled are recorded on the hindsight file. In this 

case, the only such prediction is the unfuLfilled subject prediction. This 

would allow a future pass to identify MearorajieKTpoflHtie correctly as the 

subject of the clause. 

This particular error can be attributed to the relatively unsophisti- 

cated way of handling object predictions. In the experimental program verbs 

are assumed to govern accusative objects^ unless either the verb is in the 

reflexive voice^or there is a government code in column 5 for another case. 

A future program should be capable of interpreting phrase government in 

addition to object government. 

A sentence which cannot be analyzed uniquely by syntactic analysis 

alone is illustrated by^B aioKan^oHHoö TexHMK© Öojrbnfo® pacnpocTpaneHsie 

nojiyqMJD npiMeHeHMe ...(Fig. 5-12). The noun phrase OojiBraoe pacnpocTpaHeHM© 

and the noun npaMenem® both have the a me  two alternative arguments, 

/aoaiaativ©, singular, neuter/ aad /accusative, singular, neuter/. On a 

first pass the Doon phrase preceding the varb wiH be selected as the subject^ 

while the noun phrase fo3.lom.ag the verb will be seleoted as the object; and 

an indieatioa will h@ aad© on the hindsight file that the first noun phrase 
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might have been the object.   It is obvious that if the sentence had read 

...npKweHeHHe wrptvm Öojibinoe paonpoorpaHeHHe.,,, the analyzed output would 

be a syntactic analysis on the first pass which a reader of Russian would 

immediately reject on semantic grounds, but which the experimental program 

would accept aa a correct syntactic analysis.   This is an example of a 

mistake in the program as opposed to an error. 

7.   Comma 

Nested structures can be written in several notations in artificial 

7 
languages. Oettinger has demonstrated four of these notations:  left- 

parenthetic, right-parenthetic, full parenthetic, and parenthesis-free. 

Similar notations are used in the Russian language. A structure similar to 

the left-parenthetic notation is the prepositional phrase, where the prepo- 

sition serves as an implicit left parenthesis. likewise, the initial 

adjective of a noun structure can be considered an implicit left parenthesis. 

A notation equivalent to the full-parenthetic notation is also used 

in the Russian language. The most trivial example is the explicit use of 

the left- and right-parentheses to isolate a side comment within a paragraph 

or even within an Individual sentence. Hested structures such as participial 

phrases and clauses are isolated from the rest of a sentence by commas. 

Here, since only one symbol is used, a "left-comma" cannot be distinguished 

from a "right-comma". 

In the experimental program, the comma is recognized only in its 

function of a phrase or clause separator. Other uses of the comma such as 

separating words or phrases used in series have not been studied yet. 
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A comma may occur at any point in a aentenoe following the initial 

word. Generally, there is no signal that the comma ifl about to occur. It 

is necasaary, therefore, to accept one of these punctuation marks with the 

Infinity prediction, and then to make a set of predictions of all the 

structures that the comma might precede. Pret atly, three predictions are 

used for this purpose: the phraser prediction that predicts gerunds and 

participles, the relative conjunction prediction that predicts conjunctions 

which introduce subordinate clauses, and the relative pronoun prediction 

that predicts relative pronouns which also introduce subordinate clauses. 

A relative conjunction such as nor^a has no syntactic role within the clause 

that it introduces, whereas a relative pronoun such as KOTopbrfi serves as a 

noun or adjective within the clause that It introduces. Prepositional 

phrases which might be offset by commas from the rest of the sentence are 

also predicted, since there is an infinity prediction present in this set 

also. Twelve predictions are entered at the top of the prediction pool 

after the identification of a comma as follows: 

(1) Phraser 

(2) Infinity 

(3) End Wipe 

(4) Relative Conjunction 

(5) Infinity 

(6) End Wipe 

(7) Relative Pronoun 

(8) Subject (Inactive) 

(9) Left Object (Inactive) 
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(10) Predicate Head (lhaotive) 

(11) Infinity 

(12) End Wipe 

The inactive subject, predicate head, and left object predictions 

are not tested. Only when they are activated, that is, their PSI is reduced 

by ^0  (see Appendix F), are they tested. These predictions are activated 

only after the fulfillment of either the relative conjunction or the 

relative pronoun predictions. They then serve as the predictions of the 

clause introduced by the relative conjunction or relative pronoun. 

If only the use of a comma to isolate nested structures is considered, 

a comma can serve two functions. On the one hand, it is used to introduce 

a new nested structure and, on the other hand, it is used to indicate the 

end of a nested structure and the return to a preceding nested structure 

which had not been finished. This is illustrated schematically in Fig. 5-13. 

The commas have been numbered for identification. Comma-l introduces a new 

nested structure, the second clause. Likewise, comma-2 introduces a new 

nested structure, the participial phrase. Both comma-3 and comma-Ij. indicate 

the end of a nested structure and the return to a previously uncompleted 

structure, corama-3 to clause 2 and comma-it to clause 1. 

Schematic Representation of Nested Structures in a Sentence 

Fig. 5-13 
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In the event a oomma is being used to indicate return to an unoom- 

pleted nested structure, none of the predictions, phraser, relative con- 

junction, or relative pronoun, should be fulfilled. If an end wipe 

prediction is placed below the set of predictions made by a comma, all of 

these unfulfilled predictions should be wiped from the pool. Infinity and 

end wipe predictions are placed underneath each of the three introductory 

predictions, so that if a relative conjunction prediction is fulfilled, the 

phraser prediction is immediately wiped from the pool,and if a relative 

pronoun prediction is fulfilled, both the phraser and relative conjunction 

predictions are wiped. The ordering of the phraser, relative conjunction. 

and relative pronoun predictions is based on the possibility of multiple 

intersections between these predictions and the alternative arguments of 

a word, and the desirable initial guess of the preferred argument. 

The inactive subject, left object, and predicate head predictions 

are put into the pool at the same time as the relative conjunction and the 

relative pronounjSO that they may be at their proper level of nesting when 

a subordinate clause is positively identified. This will be made more 

obvious by several examples. 

As an example of the identification of a participial phrase, consider 

the sentence: HejcniefiHtie MCKaxeHMH B DjieMenrax cxemi)  ocymecTBJiHioinjoc 

ycpeflHeHwe, HenaÖescHo npuseflyr... (Fig. 5-14-)« HejomeJoaie MCKasceroifi is 

identified as the subject noun phrase^after which the prepositional phrase 

B BjieMeHrax cxeMH is identified. The following comma is accepted by the 

infinity prediction,and the phraser, relative conjunction, and relative 

pronoun predictions are inserted into the pool above the original unfulfilled 
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predloate head and left object predictloofl. The two sets of predictions 

are separated by an end wipe prediction. Ocy^eoTBJiHraqMX fulfills the phraser 

prediction and Is Identified as a participle. 

To digress somewhat at this point, it should be pointed out that 

ocyTSßoTmumya is tested for being a participle by the phraser prediction 

(the first Intersection) and is tested for being an adjective by the left 

object prediction (the second intersection). Although the two testa are 

performed on the same word, they are entirely independent, the phraser 

prediction not recognizing that the word might be an adjective, and vice 

versa. 

After the identification of the participle, a prediction for an 

object of the participle is made and fulfilled by the following word, the 

noun ycpe^HOHMe. The following comma makes a new set of predictions of 

phraser, relative conjunction, and relative pronoun. A schematic diagram 

of the prediction pool at this point is given in Fig. 5-15. Three nested 

structures are evident at this time. At the top of the pool are the pre- 

dictions referring to a yet unidentified possible third nested structure. 

Below are the predictions generated during the analysis of the already 

identified participial phrase as well as the residue of unfulfilled pre- 

dictions du© to the first comma. At the bottom of the pool are the original 

predictions from the main clause which have not been unfulfilled yet. 

The first word after the second comma, HQM36©HHO, is identified as 

an adverb by the infinity prediction. Adverbs, like prepositions, often 

cannot be predicted and must be satisfied by the infinity prediction. In 

the present experimental system, the wiping of the prediction pool is 
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(1) 

(2) 

(3) 

Predlctlone by 

2nd Coma 

End Wipe 

Predictions by 

Partloiplal Phrase 

and 1st comma 

End Wipe 

Hain Clause 

Unfulfilled 

Predictions 

Schematic Diagram of Prediction Pool After Analysis 
of Word 00A-1263 (Fig. 5-U) 

Fig. 5-15 

inhibited when an adverb is idantified^so that the prediction pool after 

the analysis of HensöesHO is identical to the pool before the analysis of 

the adverb. The two alternative arguments of npMBesyr are then brought into 

the central memory location. These two alternative arguments are almost 

identical on a syntactic level. The only difference is that the first 

alternative argument governs the dative ease, indicated by the *P2n
}  while 

the second alternative argument governs the accusative case, indicated by 

the "P3" in column 5» 

Neither of the alternative arguments intersects with any of the 

predictions made by the second comma. This indicates that a new nested 
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structure has not been found. Continuing the testing, no intersections are 

found with the predictions from the participial phrase or from the first 

comma. Wiping this second set of predictions leaves only the predictions 

from the main clause. The predicate head prediction intersects with both 

alternative arguments and, as usual, the first is selected as the preferred 

argument. The intersection shows that the sentence has indeed reverted back 

to the main clause. 

The analysis of a subordinate clause introduced by a relative 

conjunction or a relative pronoun is not aß  straightforward aß  the analysis 

of a participial phrase, chiefly because it is necessary to consider the 

subject-predicate-object structure within the clause. A series of illus- 

trations will make the difficulties clear. 

Consider first the subordinate clause; ...,KOTOPHü wasojine-r 

MsynaTb GMTHajiH... (Fig. 5-16). The relative pronoun KOToptiü has four 

alternative arguments: 

(1) /relative pronoun, adjectival, nominative, 3rd person, 
singular/ 

(2) /relative pronoun, adjectival, accusative, 3rd person, 
singular/ 

(3) /relative pronoun, nominal, nominative, 3rä person, si.^alar/ 

(A)   /relative pronoun, nominal, accusative, 3rd person, singular/ 

The first intersection between an alternative argument and one of the comma 

predictions is between the relative pronoun prediction and the first alterna- 

tive argument. When the relative pronoun prediction is fulfilled, the testing 

process is temporarily suspended. A special subroutine scans the prediction 

pool, activating any inactive predictions in the pool, in this case a subject, 
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left object, and predicate head prediction. Otherwise, no indication is 

made that the prediction has been fulfillod, and the testing is resumed 

with the next prediction. There is a second interseotion between the newly 

activated subject prediction and the first alternative argument. Since, 

to the program, it seems that this is the first intersection, KOTopsjfl is 

accepted as the subject of the clause. The reason for inserting the inactive 

predictions into the pool earlier is now evident. If the inactive pre- 

dictions were not in the pool, it would be impossible to select KOToptrfl as 

the subject of the clause. The relative pronoun can be considered as 

fulfilling two independent functions, on the one hand, introducing a sub- 

ordinate clause and, on the other hand, taking on an active role within the 

clause. In the procedure described, KOTopufi activates the mechanism by 

which it itself is identified. 

There are seven other intersections between the predictions in the 

pool and the alternative arguments of KOTOpiiä, all of which are stored on 

the hindsight file. Since an adjectival alternative argumeat of KOTOPHä 

has been selected as the preferred argument, the prediction of a master is 

inserted at the top of the pool above the left object and predicate head 

predictions which have just been activated. 

Since the next word no3BOJw®T is a verb, the piaster prediction is 

not fulfilled but is wiped from the pool and recorded on the hindsight file, 

and nosBojmsT is accepted as the predicate of the clause. The wiped pre- 

diction is an indication that on the next pass through the sentence the 

nominal alternative argument of KOTOPHS shouM be selected as the preferred 

argument. 

This technique is also effective when the relative pronoun is in an 

oblique case and is part of another independent nested structure, as in 
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..., B KOTopou yope^neHHe OMTHaaa ooymecTBjiflercfl...  (Fig. 5-17).   The prepo- 

sition B is accepted by the infinity prediction, and the phraaer, relative 

conjunction, and relative pronoun predictions are pushed down deeper into 

the pool when the new preposition complement predictions are entered at the 

top. 

Both the adjectival and the nominal alternative arguments intersect 

with the locative singular preposition complement prediction and the former 

alternative argument is selected as the preferred argument.    The testing 

continues and when the relative pronoun prediction is fulfilled, the same 

activating process is carried out as when KOTOPHö was analyzed in the last 

example.   Of course, this tiine Koropou cannot be accepted as the subject. 

The activated predictions are now in a position to make the selection of 

ycpeflH©HHe as the subject of the clause and ocyneoTBjiHeTCfl as the predicate 

of the clause. 

A relative pronoun can occur in another manner that cannot be 

correctly analyzed on a single pass by the existing program.   This format 

can be exemplified by the clause ..., KOH^encaTop KOToporo,.,, (Fig, 5°,18). 

When the alternative arguments of KOH^encaTop are tested, there is no way 

of knowing that the relative pronoun KOToporo will occur immediately after 

KOHHeHcaTop^ and that icoimeHcaTop is the subject of the clause.   Very often, 

as in the example, the noun preceding the relative pronoun does not inter- 

sect with any of the existing predictions and its preferred argument is 

selected as arbitrary._ehQlegL.   The best that can be done in such a situation, 

in the framework of predictive syntactic analysis, is to recognize the 

relative pronoua when it finally occurs and preserve the necessary information 

for the analysis to be corrected on the next pass. 
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There is one other problem in clause identification that will be 

diaousaod. Some words suoh as mo can intersect with both the relative 

oonjunotion and relative pronovin predictions. If MTO is used aa the relative 

pronoun,then it is also the aubjeot or the object of the clause. Uost of 

the time UTO is used as a relative conjunction, so that the prediction for 

relative conjunction is placed higher in the pool. If MTO is used as a 

relative pronoun and is the subject of the clause, no subject would be 

found in the clause aa in the example ..., HTO HCKjncwaeT najioxeHHa ,.., 

(Fig. 5-19)« On the next pass, the relative pronoun alternative argument 

will be selected as the preferred argument. 

8. The Conjunction H 

Only one use of the conjunction K, namely its use as a link to 

connect two similar words, has been considered in the predictive syntactic 

analysis program so far. The linking property can be expressed completely 

in terms of predictive analysis. M may link the word following it with any 

word loöated in a nested structure that has not been completed. This is 

illustrated schematically in Fig. $-20. Parentheses have been placed around 

every nested structure. The parentheses have been numbered and the right- 

parentheses have been marked with primes. 

Preceding the M, the sentence has one clause indicated by left 

parenthesis 1. Within the clause, the subject noun phrase has been com- 

pletely analyzed (parentheses 2 and 2'), while the predicate verb phrase is 

still open (parenthesis A). A participial phrase has been completely 

analyzed (parentheses 3 and 3'), and a prepositional phrase that is part of 
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Subject 
of Clause 1 

Participial 
Phrase 

Predicate 
of Clause 1 

K ... 

Prepositional 
Phrase 

1 2 2' 3 '3' 4 5 

Schematic Representation of a Sentence with M 

Fig. 5-20 

the verb phrase is open (parenthesis 5). The word following H can be linked 

to either one of the words within the prepositional phrase or to one of the 

words in the verb phrase of the clause; however, the word following m  cannot 

be linked to any word of the participial phrase or the subject noun phrase, 

since those nested structures have already been completed. If the link 

turns out to be with a word in the verb phrase, then the prepositional phrase 

is considered completely identified. 

If a prediction for a possible link is made by inserting a prediction 

for a compound subject, compound noun complement, etc., into the prediction 

pool, then the addition of an end wipe prediction directly below the compound 

prediction identifies the nested structure. Since the compound prediction 

cannot be fulfilled except by a word following anw, the predictions are 

made inactive by means of PSI = 99« When an M is Identified, these pre- 

dictions are activated for a single cycle, that Is, for the testing cycle 

of the next word. Jf an activated compound prediction is not fulfilled and 

is not wiped, then it Is deactivated when the prediction pool is updated. 

This activation and deactlvation process is carried out completely with the 

modification of the prediction span indicators. A PSI of 99 indicates that 
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the proälotlon is inaotive and ^9 indioatea that the prediction has been 

aotlvated for one testing cycle, after whioh it is reset to 99. 

Ih the prediction pool, the compound predictions are ordered in 

the inverse order of occurrence.   The last compound prediction made is the 

one nearest the top of"the pool and will be tested for fulfillment first. 

Several examples from text material will be presented indicating 

several types of problems involved in the identification of the linkage 

between the words. 

A simple example of compounding is shown in the participial phraseJ 

noaBOjwranMö BtmejuiTb ooiOBHyio qacroTy nepMo^iwecKoro cMraana H MSMepwrb,.. 

(Fig. 5-21).   The infinitive verb wRexmh is identified as the verb master 

of the participle noasojwranKe•   The attributed argument makes a prediction 

of a compound verb master whioh is eventually activated when the conjunction 

M is identified.   The word following then is also a verb infinitive, 

MSMepnTB, and the only intersection is with the now activated compound verb 

master prediction.   Meanwhile, the nested object noun phrase string, 

ocHOBHyro uacTOTy nepMOflMuecKoro cMrHajia,haa been recognized.   Since the 

linkage of MSMepwrb goes beyond the object string to BB^ejorrb,, the identi- 

fication of the noun phrase is completed. 

Consider next the prepositional phrase: .. „MS nenmiKM eaneprtix 

MyjibTMBMÖpaTopoB M ynpaBjiHioii(efi oxeim (Fig« 5~22).   The noun ujenotiKM Is 

identified as the preposition complement of na, after which the noun phrase? 

aanepTKX jQrjrBTMBMÖpaTopoB^ is identified as the noun complement of nenouKM. 

A compound preposition complement in the genitive case is predicted by the 

attributed argument of i^enoqraij and a compound nou^ complemeiLtJobviously in 
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the genitive oase) is predicted by the attributed argument of eanepmx. 

These two predictions are activated by the conjunction H . 

When the four alternative arguments of ynpaawnaiiefl are tested against 

the predictions in the pool, the two compound predictions are at the top of 

the pool.   Since both predictions can be fulfilled by a genitive adjective 

alternative argument, the attributed argument is compound noun complementi 

while the second intersection of compound preposition complement is noted 

on the hindsight file.   Finally, CXBMU is identified as the master of the 

compound noun complement ynpaanHiomeft.   There is no way of determining on the 

basis of a syntactic analysis whether ynpaBjisromeu cxewu is the compound noun 

complement or the compound preposition complement.    A second pass would have 

to recognize that this ambiguity exists and list both interpretations as 

possible ones. 

Another prepositional phrase brings up another interesting difficulty? 

... npMBe^yr K HapynieHMw KOMneHcaijMM paBHOBepoOTHbix nojiojKOTejiBHtix u 

OTpimarejibHUX BuöpocoB mywa,,,    (Figo 5-23).   The noun Hapyiuemoo is identified 

as the preposttianal complement of K, after which the alternative arguments 

of KOMneHcau^M are tested against the predictions in the pool.   Because of 

the ordering of the predictions in the pool, the argument attributed to 

Koimencaum is the noun complement of HappieHMM, while the second possible 

intersection of object of the verb npuBe^yr is noted on the hindsight file. 

Here, once more, is an example of an ambiguous situation which cannot be 

resolved by raeajis of a syntactic analysis alone. 

In any event, the string paBHOsepoOTHHx nojiomTejibHtix is Identified 

as part of a noun phrase acting as a noun complement of KOwiQBcsumo   At this- 

time the following predictions are at the top of the pools ; 
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(1) Master (of nojroaonTejiBHBa ) 

(2) Compound noun complement (of paBHOBepoHma) 

(3) Compound noun complement (of KOMneHcarpm ) 

ik)   Compound preposition complement (of Hapyrnemao) 

(5)   Object (of npMBeflyT) 

The first of the three alternative arguments of OTpimaTejibBHX intersect 

with the first three predictions In the pool, and the attributed argument 

is master of nojioatHTejibHiK.    Since the noun phrase has not been completed, 

oTpuupTejibiaa is linked either with paBHOBepoflTHBix or nojioaifrejifaHux;   How- 

ever, the distinction cannot be drawn on syntactic lines and a mistake can 

occur. 

The remainder of the examples will be concerned with compound sub- 

jects and predicates. The first example is a compound predicate following 

the subject: ... jamyjiBCH fyopimpynion 6y$epHUMM jiaunaMii M noflaiorcH ,,, 

(Fig. 5-2k.)' üoflaBTcw agrees with $opMMpy!oTCfl in person, number, tense, 

and voice, and thereby intersects with the compound predicate head predic- 

tion generated by the attributed argument of $opMHpyKTCH, The object noun 

phrase,   6y$epHHMM jiaMnaMM, is then identified, and the process Is terminatedo 

A somewhat more interesting example is.'.,, ^ITO CHHXPOHHHM $JiJibTp 

npMrofleH  ... M fliaeT  o.« (Figo 5~25)3 in which the indicative verb fflaeT is 

compounded with the short form adjective npurofleH, which is acting as the 

predicate of the clause. 

If the subject is a compound one, and if the predicate head predic- 

tion has already been modified to accept only a singular predicate, then it 

is necessary to modify the predicate head prediction again, so that 
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the prediction can now accept a plural predicate otQy. For ozaople, in: 

oTcyrcTBHe HajraHefeia 9$$eKTOB it mvtomGTBO., .c&ocn&ixBsxfron .. , 

(Fig. 5-26), when OTcyrcTBM« is recognized as the subject of the clause, 

the predicate head prediction is modified,so that a predicate oust agree 

with the subject in number. When nocroflHCTBo is later recognized as the 

compound subject, the prediction is modified once more,so that it can only 

accept a plural predicate such as oÖecneuMBanrcw. 

Although K and wm have been teaqpoitarUy grouped together, it is 

obvious that in the above case they must be treated differently. If the 

clause had read ,..KJDI nooTomcTBo instead of ...M OOCTOHHCTBO, .then the 

predicate head should not have been modified to accept a plural predicate. 

If the predicate precedes the compound subject, it is usual to find 

the predicate agreeing with the first subject as in the example, 

...flBjiflerc« aHajBH3..,H paccMOTpeHMe (Fig. 5-27).    It is possible to find a 

preceding predicate written in the plural rather than the singular.   This 

possibility will have to be incorporated in the predictive syntactic 

analysis program. 

9.   Summary 

Several of the broad problem areas of syntactic analysis which hare 

been included in the experimental program have been discussed. These problem 

areas basically are concerned with the syntactic relationships among iadi» 

vidual words within phrases and clausesj as opposed to the syntactic relation- 

ships among the phrases and clauses themselves. In this  section, a number 
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of othor {ireas that either are being studied at this time or might be 

studied In the near future are mentioned. 

In the present experimental program, the government of oblique " 

oases by nouns, adjeotives, and verbs has been largely negleoted. To sooe 

extent this has been due to a previous defloienoy of dictionary coding, 
g 

which has only recently been rectified. 

Another Important area that Is being considered is the negative, 

in particular, the word H» . If HB occurs immediately preceding a transitive 

verb, the object governed by the verb can be in the genitive case rather than 

the accmaative case. However, if an adverb intervenes between the verb and 

the object, the object must remain in the accusative case. 

The first attempts at predicting entire phrases and clauses are being 

made. After a comparative adverb, a clause or phrase starting with ueu will 

be predicted. Every noun will predict a modifier, a prediction that la 

normally inactive but which is activated after a comma. This prediction will 

be fulfilled by a participle which occurs after the comma and agrees with 

the noun in case and- aumbsr. This same mechanism might prove useful in the 

Identification of series of words separated by commas. In the near future, 

some prepositional phraaes should be predicted by verbs. It is estimated 

that approximately half of the prepositional phrases that are fouM could 

be tied in this manner to a verb that they modify. 

The broadest and most important area for future research is in the 

organization of correctiEig passes» These are necessary, on the one hand, 

to correct errors discovered during the first pass and, on the other hand, 

to establish the syatactie relationships among the phrases and clauseso 

(■•■• 
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For the reader who wishes to try to analyze Russian sentences syn- 

tactically by means of the technique of predictive analysis, several sen- 

tences have been provided in Appendix F. All the words in these sentences 

have been analyzed on a word-by-word basis (see Chap, 3). Ihe grammatical 

codes necessary to carry out the syntactic analysis are listed in Tables 

3-Jl, 3-5| 3-7p  3-8, 3-9, and 3-12o The complete details of the coding in 

the texthadlc items can be found in Ref. 8, 
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Appendix k 

NOTATION FOR SBQÜBNTIAL OPBRATIONS 

1 2 
Iverson *   has propoMd a new notation for sequential operatione 

that is extremeljr useful over a wide range of data prooessing problemso 

The difficulty in expressing logical processes of automatic translation 

in olaasioal forms of representation led to the adoption of this more 

powerful notation with minor modifications.   Iverson1s notation, as used 

in this report, is presented in this appendix.   Only the operations used 

in this report are given. 

A representative set of sequential operations is illustrated in 

Fig. A-l 

T s -«—0 1 

2 x <—a 

3 x   i   b 

i S < X +  8 

x   t   b 5 

6 x <— xf 

Sum of Integers from a to b 

Fig. A-l 

Bach line of the set of operations is a step, a specification of some 

quantity or quantities in terms of some finite operation upon a specified 

set of operands. Thus, "s is specified by the sum of the contents of s 

and xH is denoted by step A- At certain branch points in the program more 

than one alternate step is specified as a possible successor. One of these 
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possible Buooessors is ohosen aooording to criteria determined ia the step 

preoeding the branch. The branoh is denoted by a set of arrows leading to 
« 

eaoh possible suooessor step, and eaoh arrow is labeled by the condition 

under which the corresponding successor is chosen. The step following the 

branoh step is selected if none of the labeled conditions is met. In 

addition, apjr unlabeled arrow is always oonsidered an unconditional transfer. 

Thus, in step 5» if x is equal to nbn, the arrow is followed, and the 

process terminates. However, if x is not equal to "b", the process oontinuee 

to step 6. After performing step 6, the operation always returns to step K* 

Consider the program in Fig. A-l. It is a representation for the 

program to sum all the integers from "a" to "bn. In steps 1 and 2, s and x 

are initialized to "0" and "a" respectively. If nan > nb", the program 

terminates at step 3* The adding operation takes place in step k*   If x Is 

not equal to nb" in step 5, the program continues to step 6, after whioh it 

returns to step 4« The symbol^xf, represents the first successor of x, that 

is, x + 1. (A similar symbol, x|, represents the first predecessor of x.) 

This process is continued until x =i nbtt, when the arrow terminating the 

program will be followed. 

Sine© aero occurs frequently in comparisons, it is convenient to omit 

it. Thus, if a variable stands alone at a branch point, comparison with aer© 

is implied. Moreover, since comparisons on an index frequently occur 

immediately after it is modified, a branoh at a point of modification will 

denote branching on the indicated index, the comparison occurring afijer 

modification. 

Scalars, vectors, and matrices TJIII be used in the operations and 

will be indicated, respectively, by lower case letter® (x), lower case letters 
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underlined (x), and upper oaee letters underlined (J). Coaponents of a 

row veotor i»ill bo indicated by a aubsoript, x.nwhile oomponento of a 

oolman '-eotor will be indioated by a eupersoripti x . k veotor will be 

assumed to be a row vector unless otherwise speolfied. Rows of a matrix 

will be designated by a supersoripti I , and oolumns by a subscript, Xj« 

One general restriction on operations is the need for compatibility of the 

operands. Compatibility conditions (shown in column U  of Table A-l) 

concern the dimensions of the operands {v{x), vfe), /x(X)) and in most cases 

the dimensions must be equal. 

The weight of a logical vector x, that is, a vector every component 

of which is a nln or a "0", is denoted by o-(x) and is defined as the number 

of unit components in x. The logical head vector Ir contains a "l" in the 

first J positions, and the logical tall vector t"' contains a "l" in the 

last j positions. A logical vector with but one "1" in the j  position is 

denoted by €J, and a logical vector x with {r(x) » J/(X) is denoted by c.. 

A list of the operations that are used .In this report follows. 

The operations are summarized in Table A-l. 

1.   Scalar ret A    If o is a scalar and u is a logical 

vector.and x & ou, then x. = cu..   Thus, if u s   1,0,1,0,1 , then 

x ~   Oj0,c,0,c . 

2*   j£ilM2Bs    m JÖ i0 ^e negation of u, then TL = 0 if u. a 1 

and TL s 1 if i^a o.    In the example of 1, _§ a cl a   0,o,0,c,0 . 

^ •   i£Ö2SLJS8    ^ I :s J^ v Is '^aßn w. s u  v v , 

Kj) u ^(jj) a v{v)>    Thupj if u«   1,0,1,0,1 and v = 0 jOjijXjOJ j 

then w a vLpU P X p-L$„L I 
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l>,   Logloal produoti If w a u A v, then w, » u. A V with the 

same oompatlbllity oondltione as in 3» Using the same u and v, w ■ 0,0,1,0,0|. 

J. Compressiont If x = jj/jr» then the vector x oontains only 

those oonponentB of the vector 2 for which u. 3 1, and 3? is ordered on £. 

\>{l) *  ^(u). If u = [1^0,1,0,1] and jr =« [h,y2,y39h,75^  th8a ^ a [yi»^»^]* 

The oompresBion operation is extended to matrices as followei a yew 

oompression, denoted by JJ/X, compresses each row vector I of the matrix J. to 

form a new matrix of dimension/1 (2) x cr(u). Column coapresslon, denoted by 

u /I, compresses eaoh column vector X. to form a matrix of dimension 

a-(u) x v{i).   Compatibility conditions are "(u) = ^(X) for row oompression 

and i'(u) = /i(X) for column oompression. 

In the event of compression by a logical head or tail vector of a 

vector x such that ^(h) or^i) > v{x),  the resultant is defined such that 

jj/x = x and j/x = x« 

6. Mesh; Given the vectors x and jf and the logical vector u, 

the mesh of x and y under the control of u, \ x, u, y\, results in a vector z 

such that .y/z = y and j^/z = x. v{n)  = ^(2), ^(u) = i'(y) and a-(ü) = i/(x). 

If u = [1,0,1,0,1],  x = [2,3], and y = [7,8,9], then z = \x,  u, y\ = [7,2,8,3,9]. 

7. Logical reduction; If I =: x R y, then v. a 1 «*-5. x R y.. 

Any relation can be substituted for "R". In particular, if "R" is »=", then 

for x = 1,2,4,8 and y = 1,3,8,8 v - 1,0,0,1 

8»   Mappings    The mapping vector x a ^(jr <— 3) is defined as follows; 

x. 
0 if u = 0 

(j/f)i If il ^ 0
J where £ = [l,2,3... 

where u = (z. i = y).    ^(x) = v{z) 



JBaoh a. is oorapared with all oomponents of 2« If one or more of the 

oomponente of j correspondB ulth z., x. =" j where y. le the flret 

oomponant of ^ that iß equal to B.. If there la no y. that oorresponds 

with z.f  x. a 0. Slnoe vectors oan have repeated oomponents, It is 

neceseary to restriot the oorrsepondent to the one oocurring first. 

For example, if jr = ["A", »L», "A", "Bn, "A», "U", "A»] and 

B = [»!», «A», »B», "R", »An, "D", "O", "R"], then (^ «— 2) = [2,l,4,0,l,0,0,o] 

and (z-«—x) = [2,1,2,3,2,0,2]. 

The notion of a file ($) has been adopted to allow for the 

description of magnetic tape as a serial access memory. The operation of 

transferring an element from a file is reading (x *— $), and the operation 

of transferring an element into a file is recording (ct)•«— x). A file oan 

be read (or recorded) in the forward (denoted by <$) or backward (denoted 

by ,45) direction, which will be indicated by the left subscripts. Right 

subscripts are used merely as indices. A file which is only recorded in an 

algorithm is an output file, and a file which is only read is an input file. 

Both scalars and vectors can be read (or recorded) into files. In 

any step, the item to be read (or recorded) will serve to identify whether 

a scalar or vector is being read (or recorded). Thus, it is possible in 
1 

one at® p -to record a motor in the forward direction on a file«, and 

in.the next step, to read a scalar in the backward direction. In 

this event, the last element of the vector that was recorded in the file 

will be read out« 
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1. Ist SUOMBSOr 

2. let FrotoeeBMr 

3. Weight 

4.« Btad veotoar 

5* Tall Teotor 

6. Fall veotwr 

7. IMt vootor 

8. Identity permutatioa vector 

9* Soalsr raplaoeaent 

10. Negation (not) 

11. Logical mm (or) 

12. Logical prodtut (and) 

13« Vector ooapreBaloa 

k 

u • 

i 

u ■ 

J 

cJ 

■flfl 

5 

-s« I 

U*   Matrix 

row ooiapre salon 

ooluan compression 

15.   Vector mask 

16.   Logical reduotlom Bara 

16a.   Logical rediiotioa aE8 = S(i^H 

(s»Ä) 

(»ab) 

0=»bfl 

0 = b-1 

0,-1- 

«.J - 1' 

«r   a I*-» 1 ■ J 

»'v^ a k 

el * *^l 

DlMneloa defined 

by estttnct« 

*lurxi*  v 

aj€ o ■*-•" tu * 1 

C1 a JJ/A1 

^Cs) ■ fCs) 

»/(w) «  v(u) 

»'(») =  [/(u)  =   !/(T) 

"(j) * "(u) 3 ''(Z) 

j/(a) a  1/(5)J   t/(5) = o-(u) 

f(Ä) =  f(u)}   1/(0)  =0-(u)j 

^(C) 3 M(Ä) 
fid) a vQ})! /i(C) a cr^)! 

f(C) a »'(A) 

{/(a) a  1/(2) 

w   si X «*•*• (a. E \] v(g) 3 v^) = v{£) 

I    3 l-*-a. (s^ a b.« 

Opsratlons us®d la ProgMas in' Thia Ssporfc 

I A-l 
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17. Mapping 5-*—•Ma-»--b) 0 a 0*-*- U « 0 

01 =« {s/v)l'*-*\x ji 0 

vis) " "(*) 

where u <— (bj 1 3 j) 

18. Read froo file 

(foocward direotlon) x—0* 

19. Beoord onto file 

(baokward direction) f-x 

TABLE A-l (oontlnued) 
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Appendix B 

BHRATA SHEET FOR TABLES IN 

1«   Matejka, L., "Grammatical Specifloations in the Russian-English 

Diotlonary,11 Design and Operation of Digital Calculating Machinery, 

Report No. AF-JO, Harvard Computation Laboratory, Section V (1958). 

a. p. V-21J    In class N1.4, the "Qp" and "GpAp" listed 

for affix -OB should be listed instead for affix -es. 

b. p. V-30:   Line (11) should contain "GpApPp" wherever 

there is "GpAp". 

c. p. V-31i    Line (7) should contain "NsAs" in column "M" 

of "AS+AT+AS" with an asterisk to a note stating that this 

refers to class AS only. 

d. p. V-31J   Line (25) should contain "GpApPp" wherever 

there is "GpAp". 

2.   Matejka, L,, «The Automatic Interpretation of Russian Verbal 

Endings," Mathematical Linguistics and Automatic Translation. 

Report No. NSF-2, Har/ard Computation Laboratory, Section III (1959). 

a. p. III-16: 

(1) The entry in "V4..02", "y"» should be 

"A" insteaa of "Clsl". 

(2) The entry in "V4.1", "ä",  should be 

"B5" instead of "A". 

(3) The entry in "V4.ll", "*",  should be 

"B5" instead of "A". 

b. p. 111-17;    The entry in "V5.3", 'We",  should be "A" 

instead of "Glp2". 

c. p. III-198 



ü-2 

(1) The entry in «V178, "a", ßhould include "B5B in 

addition to BB3p". 

(2) The entry in nV19", n«v**,  should not be 

shaded in. 

(3) The entry in "V15.1n, "fl", should be "B?" 

instead of "A". 

U) The entry in "719", "a", should inolude "35" 

in addition to nD3f8". 
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Appendix 0 

GENERATING AFFIX - AFFIX KAPHNG FOR THE MPERIMENTA1 DIOTIONARY 

The first two columns of the tables In this appendix are reproduced 

from Magassy's original paradigm tables.     The generating affixes are listed 

for all but the oanonioal fom. 

The affixes that are factored in the place of each generating affix 

of each class(Sec,.3.3) are listed in columns 3 and It*   If the stem remain- 

ing after the affix is factored is the same stem that remains after most or 

all of the affixes of the paradigm are factored, then the affix is listed 

in column 3.    Otherwise, the affix is listed in column lu   The affixes in 

the fourth column are a result of false factoring (Sec. 3-2B). 

No attempt has been made in these tables to include information on 

vowel insertion or vowel substitution in the generating stems.   Reference 

2 
for such infonnation should be made to Oettinger's updated tables. 

If an affix appears twice in a class, each occurrence is identified 

with an asterisk, denoting the presence of a potential artificial affix homo- 

graph in the experimental dictionary. 

REFERENCES 

1. Magassy, K0, »An Automatic Method of Inflection for Russian (ll)," 

Design and Operation of Digital Calculating Machinery, AF~li9j Sec. Ill, 

Progress Rsports by the Staff of the Computation Laboratory of Harvard 

University to the United States Air Force, Cambridge, Massachusetts 

(1^7).      '■ -" v  ■■ . s •■ - v 

2. Oettinger, A. Q., Automatic Language Translation.' Lexical and Technical 

Aspects, Harvard University Press, Cambridge, Massachusetts (i960)« 
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Appendix D 

FLOW CHARTS FOR ANALTZER PROGRAMS 
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TREE   TERMINAL WITH   LEXICAL   ATTRIBUTES 

CONNECTOR TO ANOTHER PAGE OF  CHART 

ANOMALOUS    STEM 

POSITIVE   IDENTIFICATION AT.8RANCH 

NO IDENTIFICATION AT BRANCH 

INCOMPATIBLE     TREE TERMINAL 

Key to Flow Chart» 

TABLE D-l 
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Note 1: Insert a "1" Into character position 8 of the organised word» 

Note 2% Insert a "2" into character position 8 of the organized word. 

Not© 3? Insert a "3" into character position 8 of the organized word» 

Note kt Insert a "1" into character position 9 of the organized word. 

Note 5s Insert a "2" into character position 9 of the organized word. 

Note 6; Insert "Ns and As" only if affix of canonical form is ofi. 

Note It Mark "DfCOMPAT EE" in word 21*. 
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Appendix E 

FRBQUENCI OF REFERENCE TO DICTIONARY ENTRIES 

AFFIX C«.ASS 
MARKER 

PER CLASS MARKER PER  AFFIX 
I 

TOML 1 couMTitiei wcouorau torn |coi«iTHU| wcoumtiau 

# 01,00 

02,00 

103 

»6 
19^ 
V6 

03,00 3*1 6 355 
06,00 2 f 

08.00 '8 3« 690 335 395 
« 01,00 

02,00 
21^6 
IAJ 

26« 
16'" 

03,00 «'I 1)0 <yl 
06,00 5 S 

06,00 11 11 676 105 391 

AN 03,00 6 6 6 6 
AMI 03,00 '6 36 36 36 
AT 03,00 11 11 11 1 1 

AT     SJA 03,00 '2 12 12 12 
AX 03,00 '5 25 25 25 
AJA 01,00 

01 .FT 

02,00 

1»7 

3 

2>6 

187 
3 

226 
03,00 1*0 lb2 0 
01,00 1«7 136 21 
05,00 1 1 
06,00 *? 59 
08,00 '7 17 810 780 30 

AJA   SJA 01,00 ?7 1' 10 27 17 10 

V 03.00 1 U 1 1 
E 01.00 

03.00 

01.00 

05.00 
08.00 

1 

3*8 
Ml 

6 
'9 

6" 
6 

1 
^68 

39 
80,00 5 ■; 186 75 111 

EV 03.00 1 1 1 1 
EGO 01 ,00 

02,00 
2 
1 

2 
1 

01.00 206 186 20 
05.00 M 61 
OB.OO 2 2 
80.01 12 17 251 259 25 

EGO   SJA 01.00 "3 21 19 13 21 19 
EE 01.00 

02.00 
3 

'5 

1 
2-; 

03.00 '5 P 17 
01.00 lo| 181 10 
05.00 11 11 
08.00 7 7 295 268 27 

E£     SJA 01.00 ?6 17 9 26 17 9 
FJ 02.00 

03.00 
1 

loi 
1 

101 
01.00 205 266 29 
05.00 ■:9 50 
08.00 12 12 
80.00 2 7 173 127 116 

EJ     SJA 01.00 ?6 17 9 20 17 9 
fH 01.oo 1 1 

03.00 1 12 99 13 
01.00 l'3 120 1 
05.00 16 16 

08.00 2 2 
80.00 2 ? 266 216 20 

SM     S,JA 03,00 13 9 1 
• 01,00 1 7 15 11 1 

EMU 01.00 53 21 2 
05.00 5 ■> 20 26 2 

EMU  SJA 01,00 5 ii 1 5 1 « 1 
ET 03,00 702 702 702 702 

ET      SJA 02.00 2 2 
03.00 319 119 351 351 

EU 
I 

03,00 
01.00 
02.00 
03.00         , 

01,00 

05,00 

3 
7 

1 

103 

2 
I 

? 
1 

3 
7 
1 

93 

3 

. 

3 

Freqwanc^ of Reference to Adjectival Dictionaiy Entries 

TABLE E-l(a) 
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AFFIX 
CLASS 

MARKER 
PER CLASS  MARKER PER   AFFIX 

rot»i | COUMTIILCI IN«»;MTIU|      ram | CWMTIBKJ IHCO««I«Ltj 

06,00 oi 91 

08,01 1 1 

«0,01 1 1 297 i          96 101 
IE 03,01 

0«,01 

05,01 
06.00 

9 
HOO 

'1 

no 

356 

1 |0 

5 
UK 

08,01 '« 39 sa& 536 49 

IE     SJA OH.00 105 66 39 105 66 39 

IJ 01,00 

02,01 
!              OM,01 

05.01 
I             06.00 

1 

1 

in] 

i             'B 
«9 

215 

in 

59 

1 

1 

28 

08,00 '6 16 33a i       'Ofl 30 

tJ      SJA oi*,oo j               '0 2^ 13 38 l          }i 1 3 
in 02,00 

03,01 
oq,0o 

05.01 
16.01 

ifl.Oi 

I               2 
]             '•ii 

l'"2 

1             '' 
56 

1 73 

^' 
71 

5? 

2 
e 

10 

CO.Oi \                  2 » .,95 '75 j      20 
IH      SJA ■3.u." 1              ; 

1 
i 

ou.oi 1                '0 1 o 6 22 111 8 
IHI 03.01 

m.Oi 
05.00 

06.00 

07.01 

i 
''ii 

1            '5 
^6 

1 

71 
15 

36 
1 

1 

3 

08.00 '0 20 11(7 143 4 
IH1   SJA OM.OO 15 1 1 l| 15 1 1 4 
11 03.00 21 1 1 210 211 1 210 
IT      SJA 01 .01 1 1 

03.01 »6 1 85 87 1 86 
IX 03.00 

oa.oo 
05.00 

06.00 

53 

5^2 

/         "7 
2119 

1187 
M7 

^4° 

53 

75 

06.00 f-B 6« ' 979 «51 1 28   " 
IX      SJA OM.Ol M6 87 "9 136 67 49 
J 03.00 1 1 

PO.OO 2 ? 3 2 1 
0 01 .00 

02.00 

03.00 
OM.OO             j 

05.00             j 

06.00 

11«0 

5^6 
9 

1 

115 

53° 

1 151 

9        1 

11^ 

2              I 

221             j 

1             1 

06,01 ?3 2' ?39£   | 2171     | 224 
0        SJA                   j 03,00             j 1 1 1   1 
ov                   ; 03,01             1 119 97        | 62              ' 159 97    1 o2 
060                              i 0 1.00             1 

02.00             | 
03.00 

0lt,0O 

06,00             j 

3'9 

5^5 
3^7 

13 
IM 

32"      1 
555 

366        ! 

161 

1               | 

1               j 

'3              i 
06,00             i S8 56 1463 1468 15             | 

PE 01,00                | 
01,FT             | 

02,01 
03.00 | 

011.00 

06.01 j 

im* 

1C6 

IB 

OO 

14?       ' 
? 

1176 

17?      i 

90 

2              1 

5              \ 
16 

08.00             j "2 '•2      ) 949 924 25             j 
OJ                                j oi.oi        ! 

01.FT 

02.00 ! 

03.01 1 
on.oo          1 
06,00             i 

1(13 

1 

517 

^7 

1^6 

110''      ! 
1 

76?       i 

1(8? 

166 

25              j 
27              j 

08.00 HI 111 1977 1925 52               ; 
OH                                 ; 01,01 1?H 124      1 

TABLE E-l(a) (continued) 
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AfFIX CLASS 
MARKER 

PER CLASS MARKtR 

«««•tieit   iHCCtmiigie 

PtR   AFFIX 

COUMTaU   INCDUMTigte 

OMU 

T'  SJA 

u 

UT  SJA 
UJU 

UJU SJA 

YE 

•JU 
JÜ 

JUT 
JUT SJA 
JUJU 

JA 

JAM 
JAHI 
JAT 
JAT SJA 
JAX 

JAJA 

nl.FT 
02.00 
OJ.'Df 
OH,00 
06.00 

OH. or 
01 ,oo 
02, OP 
n.1,on 
on. or 
06,00 
oa,on 
03,00 

011,00 
03,00 
ol ,oo 
03.00 
08,00 
02,00 
03.00 
03,00 
01 .00 
02,00 
03.OO 
OH,oo 
06,00 
08,00 
01.oo 
01 ,00 

02,00 
03.00 
01 .00 
01 ,FT 
02,00 
03,00 
01 ,00 
02.00 

03.0p 
01 .00 
01 .f 
02,00 
03.00 
05.00 
01 .00 
02,00 
03,00 
01 .00 
01 .fT 
02.00 
03,00 
03.00 
03.00 
01.00 
03,00 
03.00 
03,OO 
01 ,00 
05.00 
03.Oo 
RO.OO 
03,00 
03.00 
03. OO 
03,00 
02.00 
03.00 
03.00 
05.00 

I 
1*0 

6 
'ii 

'i| 

•0 

■»o 
"0 

1 

7 

'» 
k«3 
>7J 
oe 
2 

»0 
s 
1 

'» 
I 

I'5 

l"l 
P9 

I i? 

»3 
'(I 
19 

1^5 
lOB 
i"» 

3 
6'3 
i°0 
I'S 
2Kb 
07 

in I 

1 

ii:'0 

.1 -"0 

t 
103 

2J1 
oil 

5'3 
3 

I 1P6 

I 

?' 0 
r'6 

2 
9 

n 
6 

17 

»7 

»2 

1 

9 

'0 

I HO 

131 

3« 
Mi 

JO 
70 

no 

121 

un 
80 
HI? 
2' 
,■" 

1 1 

26« 

161 

290 

62 ■< 
207 

13' 

2S6 
97 

11(1 

■ IliO 

!<;" 

107 
221 
911 

' 
1 lai-- 

1190 

■m 
6 

"13 

'73 
«a 
2 

90 
II 

I 

1 

1 

115 

I 

2 
36 
HI 

1 
29 

518 
176 

2 

56 

6 
1 7 
33 
32 

1 
9 

10 

96i 

611, 

9b 

10(1 

Sill 

19 

631 

2220 

36 

m 

30 
21b 
176 

I 1 

60 
6 

17 
37 
32 

10 

HI 

211312 

108 
I 1 

616 

98 

10 

a 

2 
36 
ill 

30 
2 1« 
1 76 

56 
6 

17 

33 
32 

TABLE B~l(a) (continued) 
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AFFIX 
CLASS 

MARKER 

PER CLASS   MARKER PER    AFFIX 

TOTAL C0Ü.-MTI8LE INCOUKTiail TOUL COMPATULt mcoumiiu 

# 01,00 iUft 21* 216 216 

A 01 .Or1 \1i \1> 172 172 
AX 01.OO 1 1 1 1 

t 01.0" ■") 70 79 79 
EN ol .oo 5 1 5 5 

I ol ,oo 72 7? 72 72 

IM 01.0" «5 S-i 55 55 
INI 01.00 51 ? » 21 21 
IX 01 ,00 »1 ai 81 81 
0 01 ,oo 102 197 192 192 
ov 01,00 3 ^ 3 3 
OGO 01 .00 "0 87 3 90 87 3 
OE 01.00 14 q 4 1 

OJ 01.00 1'8 10« 32 138 106 32 
OH 01 ,oo "3 3-5 B «3 35 8 
OMU 01.OO ?« 2U 21 21 
Tl 01 .00 1« 1U 11 11 
U 01 .00 HO ,     37 3 10 37 3 
UJU 01 .00 l| II 1 1 
Y 01 ,0" 7 5 2 7 5 2 
YE 01 .00 1 1 n 11 1 1 
YH 01 .00 10 10 10 10 
YMI 01 .Of 6 6 6 6 
YX 01 .or* ?2 22 22 22 
• 01 ,00 2 ? 2 2 
•JU 01.00 « II 1 1 
JU 01 .00 1 1 1 1 
JA 01 .00 'D 3U 31 31 

1381 1276 105 

Frequency of Reference) to Numeric Dictionary Entries 

TABLE E-l(b) 
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AFFIX CLASS 
MARKER 

m .00 
00 .oo 
01 .or 
PI .00 
01 .00 
01 .00 
01 .00 
01 .00 
n| ,00 
01 .00 
01 .00 
01 .00 
01 .00 

01 .Of 
ol .00 
01 .oo 
01 .00 
01 .00 
01 .00 
01 .00 
01 .00 
01 .00 
01 .00 

01 .00 
01 .00 

00 .CO 
01 .00 
01 .00 
01 00 
00 00 
01 OO 
00 00 
01 OO 
00 00 
oi Oo 
00 OO 
m OO 
01 OO 

01 00 
01 00 
01 00 

00 OO 

01 OO 
01 00 

01 Oo 
00 Or 
01 Or 
00. Or 
01 . 00 
no, OO 
01 . OO 
01 . Or 
fl! , 0'' 
01 . 00 
01 . oo 
01 . OO 
oi . 00 
01. OO 
01 . OO 

PER  CLASS  MARKER 

TOTAL COHnriKE INCOUMTiaU 

PER AFFIX 

COUM Tltlt 

A 

AM 
AMI 

AX 
AJA 

V 

E 

E       S' 

EGO 
EE 
EJ 
EM 
FMU 

ET 

ET      SJA 

I 
If 

1H 
III I 

IT 

IT      SJA 

IX 

ISH< 

0 

0 

ov 
OGO 

OE 

OH 

OMU 

T' 
U 
UT 

UJ1J 

Y 
YE 

YJ 

VM 

YH I 

YX 
i 

•JU 

JU 

JUJU 

JA 
JAM I 

JAX 

SJ/l 

7612 

2 

21o0 

10 

'a 
< i 

"6 

27'3 

"6 

7 

2«2 

•0 

S'fl 

2 
2'n 

1 
66014 

II 

19 

2 
p'l 

2 

l| 
I''7 

5 
iljna 

2 
2 

12 

?0 

'2 

6 
«H 

oil 

I «8 
^»6 

310 
lol 

3 

10 

l)'2 

3 
l 1 

7 

'3 

1 

16 
■>! 

■"> 

1 
1 

1307 

3«|0 

235? 
|o 

7 

I« 

3761 
2Mi4n 

8<l 

JIIO 

?U'l 
? 

2^0 

SI 111 

2 

1 1 

2' 

I 2'' 

1116 
230 

2(n 
? 

2 

26° 

137 

^9 

1702 

2 

136 

21 

1 I 

2a 
i 

211.1 

2 
I 

12 

30 

231 

9 

I 

)U90 

2 

6 

2 
2 

2 
II 

2'I II 

2 

2 
12 
10 

0 
31 

6 
5'I 

1 
9 

12 

56 
35 
99 

3 
16 

163 

25 

3 
13 

7 

33 

1 
16 
19 

7 

1 

1 

3 
0 

3 

76U 

2192 
10 

2a 
n 
16 

"1763 

2723 

86 

7 

tik 
30 

si a 
2 

230 

I 
6601 

l| 

19 

2 

2« 

127 

"393 

2 

32 

60 

9b 

150 

286 
31b 

101 

21 

«32 

30 

16 

ilO 

17 

21 
I II <l 

29 

I 

1 
1307 

8 

 3 

32160 

S910 

2 352 

10 
7 

18 

3761 

2410 
ai 

6 
2110 

.Tflll 

2 
229 

il II 

2 
13 

2 2 

127 

05 

1116 
230 

283 

2 

2 

269 
9 

2 
137 
29 

1702 

110 

21 
I I 

2a 
2 

283 

2 
1 

12 
30 

231 

9 

I 

1190 

2 

6 

2 

2 

2 
i| 

2'IU 

2 
2 

30 

10 

12 

56 
35 

99 

19 
1 65 

25 

16 

17 
19 

7 

3 
8 

_3_ 

m?5 

Ftaquency of Reference to Indßclinable Dictionary Entries 

TABJUS E-l(c) 
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AFFIX 
CLASS 
MMKCII 

PER CLASS  MAIIKEH 

TOML ca*»TU(.t   iiKoiMriiLi 

PtR   AFFIX 

TOIilL    a»»«TBl£   UCDU«riaU 

AM        .r- 

AT 

AX 

01 .OP 

m.in 
01.20 
ol .30 

02.00 

OJ.O- 
0J.10 

014.00 

OU.O« 
O'l.lO 
01.30 

ou.31 

05.0« 
06.00 

00.00 

08.1« 

12.00 

01 .00 
ol .10 

01.20 
01 .30 

02.00 

03.0« 
03.10 

ou.oo 
01.0« 
011.10 

0i|.3o 

011.31 
06.00 

07.00 

08.00 

08.1« 
10.00 

99,9° 
01.00 
01.10 

01 .20 

02.00 
OH.00 
OLIO 

011.30 

Oil. 31 
08.00 

08.1« 
01.00 
01.10 
01 .20 

01,30 

03.10 

na.O" 
0U.10 
01.30 

01.31 
07.00 

08.00 

08.1 « 
12.00 

01 .00 

04.00 

01 .00 
01,10 

ol .20 

01 .30 

01 .10 

01.00 
01.10 

01,30 

01.31 
06.00 

06.10 
08.00 

08,1« 

17«0 
201 

'1 

■>S 
4 

»3 

7 

614 

Ml 

n 
OJ 

2 
12 

»1 
l"i| 

2 
Jl'B 

305 
'l| 
77 
frO 
12 

0 
1)70 

2 
1«6 

'S 
nil 

1 

3 
l| K] 

v.->?. 

3 
'1 

9 

1 

e. 

11 
' 1 

3 

3. 
ID 

'S 
208 

?5 
16 
12 

3 
1 16 

12 

a 
11 

1 

19 

1 
"a 
■>3 

ins 
11 

6 
3 
1 

1 ■") 

7 

«0 

7 
2 

1 
?1 

3   

172U 

201 

31 
11» 

6n 
1 

131 

77 

21 
um 

208« 
J9 ^ 

3« 

fi 

060 
? 

156 

Ü" 

1151 
22? 

31 

67 
Q 

77 

1 1 

18 
If. 

201-. 
2S 
16 
12 

1 16 

12 
fl 

I 1 

6U 

1" 
1 

IS 

3^ 
III«! 

in 

5n 

7 

1 

2« 

•T, 

13 

2 
12 

6U 

12 

'106 3018 

208 

196 

31 

"92 

Frequency of Reference to Nominal Dictionary Entries 

TABLE E-l(d) 
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AFFIX CLASS 
MWWER 

PEfl  CLASS MAHKEH 

COMMIBU    IVCOUPlTigit 

PER AFFIX 

TOML   coumtigir  MCOUPATISIC 

AJ» 

VSHIS: 

E 

E   S' 

EV 

EH 

ET  SJA 
ETE 

10.Of 
ni .00 
01 .10 
02.00 
OM. Jl 
oo.oo 
01 .00 
O'l.OO 
OO.OO 
10.00 
10.00 
01 .00 
01 .10 

01 .20 

Cl .3" 
02.00 
03.00 

03.01 

03.10 

01.oo 
O'l.O' 
OU. |o 

0«.30 

01.31 
05. 10 
05.20 
06.00 
08.00 
OO.!"; 
tO.OO 
1 1 .'in 

13.00 

06.00 

01 .00 
02.00 
99.9" 
01 .00 
03.OS 
08.00 
01 .00 
03.00 

03.011 

03.10 
pil.OO 
Oil. 1 0 
05.00 
05.O^ 
05.10 

05.20 
06.00 
07.00 
08.00 
13.00 • 
01 .On 
02.00 
03.00 
01.00 
06.00 
10.Oo 
12.00 
13.00 
01 .00 
01.00 
07.00 
Ol .oo 
01.00 
05.O' 
06.00 
Ofl.OO 
01 .00 
01 .00 
01.00 
13.00 

I 
1 

a 
"0 

i 
6 

'0 
'9 

|07 

1 
3 

6»B 
•i) 

'3 

"9 

i'-'l 

3 
6°0 

2 
•'1 

■»6 
"5 

1 
10 

1 

(A? 
'9 

18»7 
1 

-O 
2 
5 

?l| 
10 
6 
1 
1 
9 

OO 
7 
5 

'9 
9 
8 
3 
3 

0 
3 "'S 
»0 

1 
■" 3 

119 

9 
10 

itP2 
i 1 

319 
1 
6 
8 

Z-'O 
7 

1?9 

6 
?2 
6 
1 
1 

20 
1« 

10-' 

11 

«9 
271 

690 
2 

7 1 
7 6 
S«! 

I 
in 

20 
1887 

1 
3n 

? 

S 

2" 
10 

?7^ 

10 

21 1 

1 I ^ 

6-< 

5 

95 

?1 1 

I 1 

a 
115 
7 

66 
3 

22 
6 

no« 

I «3 
!> 

1103 
2 

1007 
2 

39 

830 

167 
1 

617    19 

256 

97 
1 

TABLE E-l(d)  (continued) 



B-8 

AFFIX CLASS 
MARKER 

PER  CLASS   HAflKER 
cosifurmt   imouHntu 

PER um 
toru.     COttMIUlI   IKOMMTIBU 

I        5' 
IE 

IJ 

IM.    SJA 
IHI 
IT 
IT     SJA 

0        S' 

Ofaü 

ni.on 
n| .in 
nl.30 
02.on 
03.0" 
OJ.O« 
03.10 
O^.O" 
0M.1O 
0<4.3O 
011.31 
05.00 
OS.O« 
05.10 
05.20 
06.0" 
06.10 
07.00 
10.00 
12.00 
06.00 
01.10 
011.31 
10.OO 
02.00 
OU.OO 
07.00 
10.00 
01 .00 
01.10 
Ot.OO 
01.31 
07.00 
08.00 
01.00 
01 .to 
01.00 
01 .00 
02.00 
01.00 
08.00 
01.10 
02.00 
05,0" 
07.00 
10.00 
01.QO 
01 .10 
01.00 
01.10 
01.31 
06.00 
06.OO 
08.10 
08. I« 
10.00 
99.90 
03.00 
01 .00 
01 .10 
01.20 
0) .30 
02.00 
03.O": 
01.00 
01,10 
06.00 
08,00 
01,10 
02,00 
01.31 
OS.O« 
06,00 

ait 
I011 

13 
'0 
"7 

1 
7 

"7 
mo 
\f-l> 

1*5 
4 
0 

15 
IS 

lö'O 
■'I 

10?l 

675 
1 11 
16 
?7 

1 
76 
11 
11 
'«2 
9 

lib 
?b 
1 
1 
1 

1 
1 

13 
P7 
'21 

1 
3 
7 

"0 
'6 
6 

2-'6 
671 

11 
2 
1 
0 
3 

'1 
1)7/1 

1 
2*9 
10 
6 
1 

1116 
1*0 
"6 
?n 
"0 
5 

13 
5 
5 

"5 
■"> 

8 

1 

1 

6 

1176 

10" 

II 
2» 
117 

«in 
166 
16'. 

a 
(i 

1« 
18 

1630 

30 
1020 

67-; 
111 
16 

38 
6 

3? 
1 

2« 

36 
6 

236 
671 

17" 
1 

250 

110« 
160 
U6 
2« 

27 
I 

38 
5 

11 

5 
18 
26 
a 
1 

1 

1 

1 

13 

85 

32 

1 

3 

7 

18 

II 

2 

1 

8 

3 

31 

9q 

5 

10 

5 

29 
8 
1 
a 
6 

5383 
16 

1155 
16 

79 
1 

13 
87 

13 
18 

28 

919 

-L. 

919 

21 

51 
I 

13 
05 

13 
18 

69 
1 

TiBLE B-l(d) (eontiaued) 



E-9 

AFFIX 0L«88 
MARKER 

PeR CLASS MARKER 

TOW.       COMMTOll   MOOMWTIMI 

NN AFFIX 

TOTAL   OMNRM 

OF. 

OJ 

ON 

011U 

Tl 

UT 

UT     SJA 
UJU 

UJU. S' 
Y 

YJ 
YH 

YMI 

Y« 

01.00 
01.10 
02.00 
fl«.J1 
06.00 
ot.oo 
01 .00 
01.10 
01.JO 

02.00 
0«.00 
O'l.O" 
Olt.lO 
0«.jo 

nt.Ji 
06.00 
01.00 
01.10 

01.20 
01.30 
02.00 

03.0« 
03.10 
011.00 
OH.10 

06.00 
08,00 

08.1« 
09.90 
01.00 
01.10 
02.00 
01.00 
01.00 
Ci.OO 
10.00 
01.00 
01.in 
01.20 
01.30 

03.05 
03.1" 
on.oo 
01.10 
OH. 30 
OK.31 
08.00 
08.1' 
99.9° 
01.0" 
05.0' 
06.00 
01.00 
01.in 
02.00 
06.00 
04.00 
01.00 
01.20 
03.0« 
01.00 
01.0« 
06.00 
OJ.On 
01. On 
06.00 
06,00 
02.00 
Mt, 00 
O6.on 
02,00 
01.00 
0?..0n 

10 
13 
"2 
2 
M 
3 
n 
At 

1 
'9 

206 
1 

10 
»6 
"3 

1 
711 
03 

»6 
?1 
6 
7 
1 

18 

1 
12 

118 
^5 
3 

?2 
15 
2 
1 

«3 
»5 
2 

2«1 
?6 
9 

16 
2 
2 

3>-5 
■«9 
ul 
U4 

"3 
'7 
2 

10 
2 
1 
1 
B 
2 
1 
3 

OC-6 
?S 
2 

10'9 
5 
2 
10 
2 
2 

2 
2 

10 
2 

10 

19 
266 

1 
10 

16 

730 
93 
16 
21 

1 
I? 

110 
51 
1 

2? 

9■; 

230 

26 
0 

16 

? 
36'5 
30 
II 

«3 

Sflfi 

1820 
1 

10 
13 
I« 
2 

11 
3 

II 
61 

1 
21 

6 
1 

12 

15 
2 
1 

33 

2 
12 

2 
1 
t 
0 
2 
1 
3 

10 

2 
10 
2 
2 
1 
1 
2 
2 

10 
2 

10 

71 

152 351 

1092 

63 

101 

1057    35 

10    22 

130 95 

10 

3S 

867 

13 
1 

11 
3 

?729 

853    II 

2707 

11 
3 

22 

14 
1 

e 

12 

TABIE &-l(d) (conbimwd) 



MO 

AFFIX CLASS 
MARKER 

PER  0U88   MARKtfL 
TOML eoMMTHiil wmmaim 

TO   AFFIX 

TOTM. | MMWTBJj KMUMTW.« 

<M 

• • i 
,)U 

JA 

JAH 

JAM I 

JAT 
JAT SJA 

JÄK 

JAJA 

pa,on 
06.OP 
m .OP 
03.on 
03.0« 
03.IP 
05.00 
05.IP 
06.OP 
P6.IP 
05.2P 
06.00 
06.IP 
OM.O« 
01.00 
02,OP 
03.OP 
03.0* 
05.00 
05.0« 
07. OP 
10.OP 
13.OP 
01.00 
01.2P 
02.00 
03.OP 
03.0" 
05.00 
05.0« 
05.10 
05.2P 
06.00 
07.OP 
OB.OP 
10,OP 
11.IP 
12.OP 
13.OP 
99.9° 
02.00 
03.0« 
06.00 
07.00 
10.00 
02.00 
03.OP 
03,0« 
05,OP 
06,00 
07.00 
10,OP 
99.9'» 
01.OP 
01,OP 
05, 00 
01,CO 

02.OP 
03,00 
03.0« 
P5,0? 
0S,2P 
06, OP 
07, OP 
10,00 
99. 90 
01,00 

1 
7 
9 

Ktl 

0 
1 
I 
2 

673 

17 

1 
in» 
^3 

1 
9 

10 
16 
3 
2 
1 

1P3 
311 

3 
'O 

1 
'9 

IPO 

?5 

1 
1 
9 
3 

3?8 

1 
2912 

1 
*3 
10 
3 
1 
1 

PI 
10 
10 
2 
17 
S 
2 

«« 
äi5 
"0 
4 

10 
17 
« 
1 

a3 
"1 
3 
2 
1 

f-2 
»K 
115 

1 

3 

ion 
A 

67? 

139 
61 

m 
16 
? 

2 
1 

181 
31" 

20 
10P 
2K 

? 
1 
1 
0 

32» 

2912 
1 

61 

I« 
1 
1 

1 
2" 
IP 
?a 
2 

17 
^ 
? 

5« 
it? 
90 
u 

S 
ll 

62 
2" 
li" 

! 

ID 

70 
1 

an 

293 

i 

sm 

799 

252 

12 

«32 

«75 3«92 

13 
17 

U 
1 

217 |  217 
10 

21 

266 !  265 
3 

3*975 

10 

21 

3JP30 i281» 



'.-11 

AFFIX 
CLASS 
MARKER 

01 .00 
"1 ,0n 
ni .0" 
01 .0^ 
01 .00 
m .00 
01 .oo 
01 .on 
ni .0^ 
01 .00 
01 .00 
01 .00 
01 .00 
ni .00 
01 .00 
0) .00 
01 .00 
01 .00 
01 .00 
01 I0O 
01 .00 
ni .00 
01 .00 , 
01 Qr 
01 Or 
01 00 
ni On 
01 00 
01 OO 
ol 00 
01 00 
01 , Oo 
01 . On 
01 . 00 
01. OO 
ol . 00 
01. OO 
01 , 00 

PER CLASS MARKER 

rom COUfATUlI     IHCOUPATrOa 

PER  AFFIX 

TOTAL    COMfHTULt  INC0Uf»II8U 

S' 

# 
X 

AH 

AH I 

AJA 

V        SJA 

E 

E 

EGO 
EE 

FJ 
EH 

FHU 

I 
IE 
IJ 
IM 
1MI 
IX 

0 
ov 
OGO 
OE 
OJ 

OH 
OHU 

U   ~ 

UJU 
Y 
YE 

YJ 
YH 

YHI 
YX 
t 

JU 

JA 

115 

J1 

'6 

10 
J«7 

12 
11*2 
l| 14 

»S 
I«« 

«J 
1"6 
70 

7 

119 

7(M 

PI 
lliini 

2 
'fl 
m 
sue 
H117 

71| 

3"6 

1»0 

107 
■"6 
oil 

,203 
2 

'7 
7 

36" 

li)"-- 

21 

3fr 

20^ 
lo 

.•"j7 

1 ? 

116? 
«1 11 

Or. 
löf- 

196 

7" 
•7 

23'1 
l|Q 

781 

ai 

IBM" 
? 

1171 
171 

sa1' 
'lUV 

71 

Si 
1|B 

306 
1(10 

107 
36 

2" 

20? 
? 

2'' 

369 

IMS 

21 

36 

205 
10 

257 

li< 
1162 
Ul'l 

QS 

106 

3i 
196 

70 

7 

231 

V,9 
1115 
21 
36 

705 

10 
257 

12 

"62 
1111| 

as 
1(16 

35 
196 

70 

7 
2311 

119 

a62 «62 
'Omi imm 

2 2 
471 1171 
171 171 
586 585 
U147 11117 
7t 7i| 
35 35 
nu UB 

306 ■'Ob 
180 180 
107 107 
36 36 
21 211 

203 202 
2 2 

27 2 7 

7 7 

Frequency of Reference to Pronominal Dictionary Entries 

TABLE JB-l(e) 



W.2 

Affix 
0L«S8 
UAKKEN 

PER 0LA8I  MAAXER 

TOTAL      COOMTKU   mOOUMTMK 

KR   AfTIX 

19TAV OMMTHU NKMMraU 

SJA 

All 

AH! 

AT 

01.00 
o».on 
03.on 
o<i.on 
Ot.oi 
00.07 
OH.10 
04,20 
09.00 
06.10 
06.20 
07.00 
09.00 
09.10 
10.Of 
10.10 
10.10 
13.00 
16.00 
18.00 
21.00 
Ol.oo 
03.00 
na.oo 
on.oi 
011.21 
06.00 
12.00 
11.00 
18.00 
01.00 
02.00 
03 ..00, 
OM.OO 
014.0' 
04,07 
04.10 
04.20 
04.21 
05.00 
05.40 
05.41 
06.00 
06.10 
06.20 
07.00 
08.20 
09.00 
10.oo 
14.00 
16.00 
18.0^ 
19.00 
21 .00 
01.00 
03.00 
04.00 
04.01 
04.2" 
05,00 
06.00 
08.20 
15.20 
03.00 
04.00 
01.00. 
03,00 
04.00 
04.01 
04,20 
10,00 
04,20 
04.21 

► 0 
1 

"1 
irr. 
IH 

I 
i 

15 
II 

2 
I II 

I 
1 
2 
2 
1 
7 
2 
6 

159 
<e 
10 

7 
I 
1 
2 
1 
1 
4 
1 

l°2 
2 

65 
3*0 
ns 

2 
2 

id" 
i 

2 
2 
4 
2 
2 

U1 
3 
2 
5 

12 
6 
1 
2 
1 

"7 
IG 

I 
5 
2 
4 
7 
1 
1 
1 
2 
8 
3 
3 

37 
7 
3 
4 
6 
2 

n 
14 
4 

1 
I 
f. 
? 

1 
1 
2 
1 
1 

6 
3n 
1? 

6 
1 
1 
1 
I 
1 
7 
1 

10 

P 
18 

1 
1 

47 
1? 

1 
8 

'17 
I 

11 I 
11» 

2 
1 
1 
5 

111 

1 

7 
2 
1 

123 

6 
1 

182 
2 

63 
342 
130 

1 
,2 

3 

1 
2 
4 

3 
3 

27 
7 
3 
4 

72U 

36 

1 It 617 

26 

904 

10 

113 

«0 

10 

28 

791 

12 

10 

47 

frequency of Refei^nce to Verbal Dictionary Eatalss 

TABLE E-l(f) 



E-13 

AFFIX 
CLA33 

MAR«« 

Pun CLAW MARWR 
TOrtl.        «WflTltLS  IMONFATAt 

m AFFIX 
mt«- [ifiviul iwxwmnii 

AT    JJA 

AX 

AJA 

A JA  S< 

VSHIS' 

E 

EV 

EE 

EJ 

na,or 
oi.or 
nn.ao 
06,Of 
01.On 

03.00 

01.00 

01).01 
Ot. 10 

nl,oo 
OM.OO 

01.01 
OK.iO 

01).21 

Ot.20 

12:00 

01 .oo 

01.00 

oi.oi 
01.10 
01.20 

U.OO 

01.00 

02.00 

01.00 

C1.01 
01.20 

01.21 

10.00 
10.jo 
10.10 

99.9° 
03.00 
01.01 
01,00 

03,00 
01,00 

01.01 
06.20 

10.00 

01.01 
01.00 

02.00 
03.00 

01.00 
07.00 
10.on 
03.00 

01,00 
01.20 
08,20 

16,00 

01 .on 

P2.0O 

03.on 
01.00 

01.01 
01,20 

05.00 
05,30 

05.10 

05.11 
06.10 

00.00 

08.20 
09. on 

10.00 

10,30 
10.10 

11.00 

16,00 
18,00 

2.1.OO 

99i90 

?n 

'. 
'I 

s 
5 

M 

6 
1 

10U 

ft 
3 

i I 

17 

1 

2 
'1 

2 

1 

1 
1 

5 

I 
6 

?0 

7 

1 

'I 
2 

6 

2 

I 
3 

5 
3''6 

'3 

I »4 
|«9 
111 

12 
12 

'0 

1 

1 

1 

1 
f>2 

1 

3 
5 

1 
1 

2°! 
15 
112 

I'S 
16 

1 
105 

■'9 
»1 

'3 

2 

3 

73 
'9 

S 

52 

10 

1 

»1 

2 

1»8 
1 

jn 

? 

IS 

IhS 

1 

11 

^ 
I 

i 
2n 

7 
1 
2 
1 
i 
? 
1 
3 
5 

15 

I? 

2(1 

182 
10 

3S 

17 

31 

1 
67 
30 

I) 

11 
in 

1 

10 

I 

6 
I 

11 
6 
1 

2a 

3 

11 
17 

I 

1 
A 

2 
1 

1 
1 
2 

2 

0 

368 

33 

111 
109 

111 

12 

'I 

I 

1 

1 
82 

1 

3 

5 
1 
1 

109 

5 

7 

186 
16 

1 
11 

39 

17 

2 

2 

6 

28 

.•■o 

2» 

219 

37 

28 

11 

58 

163 

10 

2V 

86 

12 

039 
12 

28 

15 

12 
20 

16 

0 21 

17 17 

1137 685        152 

TABLg M.(f) (eontliOTid) 



Erik 

APflX CLASS 
MARKER 

PER  CLASS MARKER PER AFFIX 

Tom oowmw 1 iNco«iMTiai.e|      ioT«L|aMMr.«L«|m«ow*t«u 

CH     SJA oi,on 
03.00 

?3 
9 0 

10 

09.On 1 1 33 23 10 
IT 01,00 12"! 929 112 

02.00 t < 3 
03,00 373 30« 11 
Oi|,00 l°8 lOS 
OM.JO 10 10 
05,00 a \ 3 
OS.MO 2 1 1 

05.«1 1 1 

07.00 1 1 
ne.oo \ 1 
OB.20 70 20 
09.00 319 315 
09,10 9 9 
10,110 6 6 
12,00 *3 7A 5 
11,00 2 t 1 
15,20 12 5 7 

16,00 '0 19 1 
IR,0o l»3 123 
21.00 101 191 
«9,90 1 II 3577 1899 »78 

ET     SJA 01,00 
02,00 

11*3 
2 

106' 
1 

101 
1 

03,00 101 9" 7 
05,0o '3 IB 15 
05,10 3 ^ 
09.20 1 1 
05.«0 10 5 5 
08.20 2 ? 

12.00 ca 52 16 
15.20 ?o 20 
16.00 18 1 1 7 
18.00 •5 55 177o 1219 527 

ET£ OH.20 3 3 3 3 
1 01 .00 «5 18 37 

03.00 11 11 
01,00 ?5 20 5 
014.01 ?3 n 19 

^w       01.0' 2 1 1 
01.20 ?0 11 6 
01.21 1 1 
05.00 13 7 6 
05.10 2 I 1 
05.11 1 1 
06. 10 2 ? 
06,20 3 ■. 

06,00 7 7 
08,20 •»? 5? 20 
09.00 £ «i 

09.10 1 1 
10.30 2 1 1 
10.10 8*3 063 
I1.0O 2 2 
15.20 3 T 

16,00 «1 36 15 
IB.OO ?. 1 1 
21 .00 US «K 1211 222 989 

1         S' 01.00 
03.00 
01,00 
01, |0 
05,00 

1 
6 
2 
2 

25 
1 
li 
1 
1 

9 

2 
1 
1 

05,10 1 2 2 
06,00 2 ? 
08,20 1 1 
16.20 2 2 
16.00 2 1 1 
18,00 2 1 1 58 11 17 

IE 01,00 
01.20 
01.21 

"2 
11 

5 

32 
11 

5 
16,00 3 3 51 51 

1J 03.00 
01.01 
07.00 

17 
2 
1 

17 
2 
1 20 20 

IM 01 .00 2»6 286 
01.00 111 105 39 
01.01 79 7' 6 
01.0? ?3 1 f 10 -               1 

TABLE E-l(f) (continued) 



E-15 

AFFIX «R CUM  MAftKEN 

tor«L     co!mi«i.e (wcuwrmi 
Pell AFFIX 

TOUL   COMHriBLC   MOIMMTlIU 

IH  JJA 

IMI 
IT 

IT  SJA 

1TE 
IX 
J 

0   S' 

0   SJA 

OV 

060 

OE 

OJ 

OM.IO 
04.20 
00.21 

OS.OO 
0h,2C 

12.00 

tO.00 
20.00 

01.01 
011.10 
04.21 
)S.00 
0«,.00 
01.00 
04.00 

04.0« 
04.07 
04.20 

04.21 
06.00 
06.10 
06.20 

99.90 
01.00 
04.00 

04.01 
04.0? 
04.10 
04.20 
04.21 
06.00 
06.10 

<?«.90 
04.00 
07.00 
01 ,00 

04.01 
01 .00 
02.00 
03.00 
04.00 

04.01 
04,20 

04.21 
05.00 
05. JO 
05.41 
06.00 
07,00 
08,20 
09.00 
10,00 
14.00 
15.20 

16,00 
21 .00 
01.00 
03,00 
04.00 
05.00 
OS.20 
12.00 
15,20 
18,00 

02,01 
04,00 
10.40 
01.00 
03.00 
04.00 

04,01 
04.10 

05.41 
06. 20 
15,20 
01.00 
04.00 

04.01 
04.0? 
01.00 
09.90 

01 ,00 
03 „00 

M 
213 
05 

?2 

07 

3 
"    ♦ 

1 

70 
3 
A 

6 

I 

I] 

1<>0 

II 

15 

?2 
63 

loo 
IX 
M 

1 
«S 

207 

13 

4 

4 

'4 

8 

1 1 

I 

1 

1 

1 

«9 
'•9 
o« 
6 

10 
2'0 

17 
2 
1 
2 
5 
1 
2 

I 
6 
5 

10 
2 
6 
4 

09 
■15 
9 

11 
13 

1 
1 
3 
2 
1 
4 
1 
2 

"8 
«e 
f-O 

\ 
i 

?0 
1 
4 
3 
2 
4 

16 
5 

"5 
1 i 

II 
127 

91 

97 

u 

1 

II 
1 
1 

190 
II 
IS 
20 

40 

10" 

mn 
61 

1 

IS1» 

11 

1? 

p 

lu 

* 
1 

1 

1 

1 

? 

1 

6 

0 

1 

6 

U 

0" 

21 

22 

3 

3 

1 

13 

2 

23 

IS 
144 

2 

I 
16 
4 

1 

69 
04 

6 
2 

216 
12 

1 

I 
5 

1 
2 

48 
58 
60 

1 
1 

20 
1 
'! 
3 
2 
4 

16 
5 

45 
n 

983 

35 

1 

126 

2 7 

«57 

643 

410 

1 
1 

104 

597    46 

206 212 

1 

1 

69 

503 166 337 

191 

13 

21 

le 

191 

13 

21 
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AFKIX CLASS 
MARKER 

PER CLASS   MARKER PER   AFFIX 

tOUL ooMntritic ir.vCU^IUU TOMi taUfMULl uMOM^rmi 

01.00 '«9 59 
* 

01.01 2 2 

01.10 9 9. 

09.10 2 S 

IJ.00 1 1 129 129 

Oh 01.00 
03.00 
01.00 
01.01 
06.20 

12 
309 

■(1 
17 

7 

12 
395 
SI 
17 

7 

1 

10.00 R a 193 U93 

Ti 01 .00 
02.00 
02.01 

B«1 
9 
I 

55« 

1 

?96 
1 

03.00 M3 un s 
01.00 307 29^ 101 

01.01 107 8B 19 

01.OP '1 J' 21 
01. 10 12 9 3 
01.20 I'l 97 51 

01.21 'I 21 13 
05.00 1'5 70 16 

05. 10 8 8 

05.10 33 1« 15 
05.11 3 ^ 
06.00 21 21 
06. 10 10 10 
06.20 76 76 
07.00 1 1 

08.1 1 9 9 
08.20 2 P 

10.00 6 •s 3 
10. 10 1 1 

10.20 2 2 
10.30 12 f, 6 
10,10 5 5 
12.00 «3 10 33 
11.00 2 ? 
15.2o 3 % 
18.Oo m 2? 12 
19.00 2 2 
21 .00 IPO 180 

99.99   . 6 A P636 2005 631 

T'      SJA 01.00 221 160 55 

02.00 6 7 3 
03,00 16 16 
01.00 33 21 10 
01.01 8 «; 3 

01.0? 2 ? 

01.10 1 1 1 1 
01.20 6 ■, 3 
01.21 12 6 6 
05.00 27 lu'' 13 
05.10 n P 2 
06.00 2 2 
10.00 2 1 1 
12.00 '2 7 5 
13.Ü0 1 U 

15.20 1 1 

18.00 2 1 1 372 P70 102 

U 01 .00 
03.00 
01.00 
01.01 
01.20 
06.20 
10.00 

■■2 
'3' 
56 

7 
1 

'7 
1 

1 

1 

32 
23 
55 

7 

27 
1 

21 .00 1 1 151 V 118 

UT 01.00 1 1 

02.00 12 n 1 

01,00 "8 98 
05,00 10 s 5 
05.10 2 1 1 
07.00 1 1 

08. OO 1 1 

08.20 3 7 - 
09.00 151 151 

10.10 1 1 

16.00 1 1 

18.00 I 1 

21 ,00 »fl 9S 380 P71 109 

UT     SJA 05.00 18 10 S 

TABLE B-l(f) (cOQtlnued) 
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AFFIX GL.W 
MARKER 

,PEH  CLASS  MAHKER 

rorAL     couMime   mcouMneit 

PER  AFFIX 

ToiAi  coiMnaLf  iNCOuwraie 

IMU 

UJU i< 
Y 

YIII 

Y." 

JU 

JUT 

JUT  SJA 

JA 

JA     S' 

JAH 

JAM I 

JAT 

JÄT   SJA 

JAX 

JAJA 

JAJAS' 

05.<ir> 

09.20 

1J.20 

16.on 

01.00 

01.0» 
03.On 

01.0" 
03.On 

01.On 

01.01 
01.10 

06.2n 

01.on 
01. on 

01.on 

01 .on 

01,On 

01 .On 

01. On 
01.on 

01.00 

01.01 
01 .un 

03.00 
01.On 

01.2n 

00.2n 

09.On 

09. in 

1 l.in 

21.on 

99.99 
01 .on 

01.01 
06.in 

01.On 
03.00 

12.on 

15.20 
18.00 
01 .on 

03.on 
12.On 
15.2n 

10..n 

01 .on 

03. on 

04. on 
01.01 
01.0? 
01.20 
05.in 
06. in 
06.2n 
08.2n 
ii.on 
16.00 
20.00 
03.on 
01.00 

OI.Oi 
01.00 

03.on 

01,0' 
oi.on 

01.00 

01.01 
01„0? 
06. in 
06.2n 

08.on 

01.00 
Oi.on 

01.0' 

01.02 
Oi.on 

01.0' 
01.00 
Oi.on 

01.0' 
01.00 

(I 

1 

I 

6 
6 

2 

3 

I'15 

)8 
■■•4 

11 
1 

3 

12 
12 

6 
>S 

4 

10 

3 
11 

25 

2 
5 

9 

7 

1 

3 

1 

3 

I 

2 
3 

11 

30 
I 

115 
125 

?1 

1 

32 
633 

12 
17 

2 

11 

10 

32 

25"6 
112 

2 

1 
2 

1 

1 
10 

1 

1 

■52 
18 

1 
ao 
i 
i 

15 
1 

"6 
1 
", 

16 
17 

1 
10 
82 

7 
7 

■51 
a 6 
ft 6 

32 
19 

2 

? 

I? 
1 
) 

317 
90 
2" 

l)«3 

MO 

I? 

21 
71 

? 

18 

1ft 
17 

6 

2 

149 

56 

51 

1 

3 
12 

13 

6 
32 

1 

ie 

3 
11 
25 

2 
3 
9 
7 
1 
3 

2 

29 

90 

26 

1 
32 

190 

2 

5 
2 

11 

6 

8 

2173 
110 

1 

1 
1 

32 

I 
20 

1 

1 
15 

1 

1 

1 

10 
38 

2 

51 
26 
19 
32 

19 

?7i| 

21 

6 

36 

21 

11 

597 

708 

12 

271 

21 
6 

36 

21 

11 

195 

2781 
18 

21 

20 

106 

77 

1 17 

2 

117 
10 

213 

22265 

56 

17 

2 

50 

77 

10200   12065 

TAKE B-l(f) (continued) 
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Houns i 

Afiix Frflcmency Perosnl 
. Cuasulati-re .*#.^ L^,..««, r|jPemnt|?linalÄiiTO 

j           jPercentage j 

n ?383 15.0 
i  

x5.c m 79 
_ ,, 

*2 98.2 

& 1^72 12.8 !     27'8 oa j      71 .2 98.1* 

O iao3 11.1* 39.2 Oft 67 .2 98.6 

i   fi 3^75 9.9 1*9.1 *& 66 .2 98.8 

'   # 3106 8.7 57.8 CM 56 .2 99.0 

II j   2729 7.6 65.1* ax kB 
OB |   1809 5.0 70.1* oro 1*8 

1    0M !   1092   . j     3.0 73.1* ouy 1*0 

■11 91*9 l     2.6 76.0 OB 39 

\   7 867 2.1* 78.1* Ö2> 27 .6 99.6 

\   eu 830 2.3 |     80.7 j «re 26 
|   i> 811 i     2.3 83.0 HX 18 

0 809 ^     2.3 85.3 Ä» 18 

eft 636 1.8 87.1 m 3i* 
i   » &1 1.5 88.6 mm 13 .2 99.8 

auK kS6 1.1* 90.0 yr 13 

oft h52 1.3 91.3 -HMS 12 

!   ax k06 1.1 92.1* y»   | 11     j 

«t   i 266 .7 93.1     1 er« 8     j 
i   ass   j 253 .7 93.8     | till    I 8 

Si^   1 2h5 .7 9)4.5 HÜ 1*     1 
mm 217 .6 95.1 HH 3      j 

\   s&.    \ 212 •6 [ 95.7 -M. 1     1 ,2 100.0      | 

QT     \ 167 .5 96.2     j 35875     | 

B       | 11*3     i ,1* 96.6 

1     'fh     \ 130    | .1* 97.0     | 

m   \ 111* .3 97.3     | 

Ma   ! lOli .3 97.6     I 

i«?   ! 87 .2 97.8     | 

8% 81     | .2 98.0     j —L -     1 
Frequency of Reference to Nominal Dictionary Entries by AffIs 

(both Compatible and InGorapatible) in Frequency Run ¥ 

TABLE &»2 



1                                              AdjectiviBS 

Affix Frequency Percent Cumulative 
Percenta^s 

Affix Frequency Percent 
Cumulative 
Percentage 

0 23% 9.9 9.9 jam 162 .7 97.0 

IR 22 20 9*1 19.0 OB 159 .7 97.7 

0» 1977 8.1 27.1 y 100 .1* 98.1 

oro 1^83 6.1 33.2 ftr 69 .3 98.1* 

ue 1215 5.0 38.2 a 60 .2 98.6 

IDC '  U15 k.6 1*2.8 SSI 1*1 

eT 1053 l*.3- -1*7.1 UO 1*1 
... . 

oe 9h9 3.9 51.0 aim 36 ^ 

a 876 3.6 51* .6 h 36 

EH 837 3.1* 58.0 evy 33 .8 99.1* 

Tb 711» 3.0 61.0 s 30 

LIM 693 2.9 63.9 ax 25 

# 690 "" 2.8 66.7 ET 23 

ue 690 2.8 69.5 BUH 17 

Kt 631 2.6 72.1 yx 11 .1* 99.8 

OM 562 2.3 7a.1* »20 11 

y» 537 2.2 76.6 ax 10, 

efl i;99 2.1 78.7 BM 6 

e : 1*86 2.0 80.7 sm 6 _ — 

uß li86 2.0 82.7 B I* 

tmi. hlQ 1.7 81*.1* eve 3 F 

tm kn 1.7 86.1 & 3 

»T 39h 1.6 87.7 63 1 .2 100,0 

m 376 1.6 89.3 21*312 

ero 327 1.3 90.6 

ee 321 1.3 91.9 i 

MT 298 1.2 93.1 — 

K 297 1.2 91*. 3 -' 

eM 281 1.2 95.5 

OMy 187             .8 96,3 

Freque 
(Bo- 

ncy of Ref 
th. Cornpatii 

srence t( 
ble and '. 

3 Abjectiva 
Cncompatibl 

1 Diet 
s) in J 

ienary Ent; 
?reauencv ] 

ri'es by , 
ton V 

4ffix 

E-19 

TABLE E-3 



E-20 Verba 

Affda Frequency Percent Curaulativa 
Percentage Affix Frequency Percent Cumulative 

Percentage 

• ST 1*30 19.5 19.5 «e 51i .2 97.8 

TB 3008 U.5 33.0 aT 1*8 .2 98.0 

a 2799 12.6 1*5.6 eici '   1*7 .2 98.2 

IGT 1305 5.9 51.5 B 1*5 .2 98.1* 

M 1269 5.7 57.2 HX 1*1 .2 98.6 

eu 1170 5.3 62.5 KM 36 

MT 1068 u 67.3 ib 36 

MM 1018 ii.6 71.9 ax 29 

a 9kk Ii.2 76.1 68 28 

e 851 3.8 79.9 HO 21* .7 99.3 

# 761i 3.1i 83.3 oe 21 

0 % 2.6 85.9 UUK 21 

OM li93 2.2 88.1 fOl 21 

yT iPi* 1.9 90.0 Hfi 20 

.,    i...    •         * an 
4*. 

286 1.3 91.3 nm 20 .1* 99.7 
U.   ^ 

u 271* - 1.2 92.5 eft - 17   ^ —   

HT . 192 .9 '93.li ore 13 

OB 191 .9 9b .3 jnso 11 

y 151 .7 95.0 " aw 10 

oß 129 .6 95.6 BIHM 8 
4 

aa n9 .5 56,1 HÖ 6 

JS IDli .5 96.6 ere 3 

ee 89 .I* 97.0 vom. 1 

«X 77 .3 97.3 MT© 1 

B 58 .3 97,6 MX 1 .3 100 „0 

22265 

Frequency of Reference to Verbal Dictionary Entries by Affix-, 
(Both Compatible and Incompatible) in Frequency Run V 

TABLE E-lt 
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Appondix F 

THE SUBROUTINES IN THE EXPERIMENTAL PREDICTIVE 

SYNTACTIC ANALYSIS PROGRAM 

The explicit instructions for the opnration of the experljnental 

predictive syntactic analysis technique are presented in this appendix. 

Also included is a list of the function type and essence subroutines, as 

well as the PSI associated with each of the latter (Table F-l). The 

description of the different PSI is given in Table F-2. The abbreviations 

that are used in the main tables are listed in Table F-3, and in Table F-li, 

an outline of the format of the main tables is given. 

The detailed operation of each subroutine is presented in Table F-!?, 

An illustration of the use of this table will help familiarize the reader 

with the process. Consider the process when a subject prediction is being 

tested against the alternative argument, /noun, nominative, singular, 

masculine/ of a noun such as c^yflaHT, the first word in'a hypothetical 

sentence. The first entry under "Subject-E" in the table of essences 

signifies that the prediction was made either by initial, that is, at the 

beginning of a sentence, or by comma. If made by comma, the prediction is 

inactive initially, that is, its PSI = $1.    It should also be noted that 

the subject prediction can be modified by a verb predicate head or an 

adjective predicate head if either of them precedes the subject. 

The subject prediction can be fulfilled, on the one hand, by a 

noun, adjective, pronoun, or numeral alternative argument that is either 

nominative singular or nominative plural and, on the other hand,..by an 

infinitive verb. Information in a reserved register indicates whether or 

not the predicate head has already been identified. If so, a word that can 
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be a subject is tested for agreement with it in person, nunber, and gender. 

In the example chosen, cryfleHT can be a nominative singular noun.    Since it 

is the first word in the sentence, there is no information on person, number, 

or gender stored in the prediction pool, and oiyfleOT fulfills the prediction. 

If the preferred argument of the noun   is subject, it is necessary 

to refer to the function type subroutines to determine what new predictions 

must be entered in the pool and what predictions already in the pool are 

to be modified (or wiped) 

The noun function type subroutine first indicates the formal prop- 

erties that identify a noun in the experimental program.    The twelve essences 

that can be fulfilled by a noun are listed next, and, indeed, the Subject-E 

essence is among them.    This function type subroutine is also called in by 

the pronoun and numeral function types. 

The first prediction made by this subroutine for every noun alterna- 

tive argument is for a noun complement.    Since cTyflenr was selected as 

the subject, control is then transfered   to the adjectiy/^gigiir^subject 

function type subroutine. 

The adjective-noun subject subroutine is accepted by nothing, that 

is, control is transfered   to this subroutine only from another subroutine, 

in this case, the noun subroutine.    The adjective-noun subject subroutine 

modifies the predicate head prediction if the latter has not been fulfilled 

previously.   Next, three predictions are put into the prediction pool: 

compound subject, infinity, and end wipe.    Since no other conditions are 

listed, control is transfered back to the skeleton which initializes the 

analysis of the next word. 
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4 For the reader who wishes to try the technique of predictive analysis, 

several Russian sentences analyzed on a word-by-word basis have been 

provided (Figs. F-l to F-6).   The grammar codes necessary to carry out 

the syntactic analysis are listed in Tables 3-^, 3-^ 3-7, 3-8, 3-9, and 

3-12. 
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Essences (Tester Routines) 

Function Tyoes 
(Predictor Routines) 

! 1, Subject - E 

PSI 

01 1. Initial 

\   2. Compound Subject - E 99 2. Noun 

S 3. Predicate Head 01 3. Pronoun 

1 k'  Compound Predicate Head 99 k.  Adjective 

5.  Left Object - E 03 J?. Numeral 

I 6. Compound Left Object - E 99 6. Verb    '■ 

j 7. Object - E 01 7. Adverb 

8. Compound Object - E 99 8. Preposition 

9. Master/(essence) 01 9. Participle 

10. Verb Master - E 00 10. Gerund 

11. Compound Verb Master - E 99 11. Infinite Conjunction 

12. Noun Complement - E 00 12. Relative Conjunction - T 

13. Compound Noun Complement - E 99 13. Comma               j 

lli. Preposition Complement - E "    00 lh-  Adjective-Noun Subject 

15». Compound Preposition 15». Pronoun Subject 

1   Complement - E i H 16. Verb Subject 

16. Phraser ■03 17. Verb Predicate Head     \ 

17. Relative Conjunction - E 03 18. Adjective PfeSicate Head  i 

18. Relative Pronoun - E 03 19. Left Object - T 

19. Infinity 02 

V 
20. Object - T            ! 

20. End Wipe 21. Noun Complement - T 

21. End of Sentence - E 01 22. Preposition Complement - T 

22. Arbitrary Choice 02 23. Verb Master - T 

25.  End of Sentence - T      | 

Index of Subroutines in the Experimental Predictive 

Syntactic Analysis Program. 

TABLE F-l 
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PST 
f 

Value 

F-S 

Descriptdon 

- Wiped by end wipe if not fulfilled by next word. 

- Wiped by end wipe. Must be fulfilled for analysis to 

be accepted, therefore, write on hindsight when wiped. 

- Wiped only by end wipe but not when fulfilled. 

03   -  Wiped by end wipe. 

h9        -     Changed to 99 by prediction pool updating process; wiped 

by end wipe and end of sentence. 

99        -     Inactive. Activated by infinite conjunction; wiped by 

end wipe and end of sentence. 

t PSI + #) - Inactivated (PSI = 99  is special case.) 

Prediction Span Indicators (PSI) 

in Experimental Predictive 

Syntactic Analysis Program 

TABLE F-2 
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I*"-.»—*» 

Coinp'ö 

Compl. 

Subj. 

ObJ. 

Pred. 

Prep'n 

Conj. 

Adj. 

PSI 

OW 

CPx 

AWx 

x 

TWx 

GWx 

- Cmpound 

- Complement 

- Subject 

- Object 

- Predicate 

- Preposition 

- Conjunction 

- Adjective 

- Prediotion Span Indicator 

- Organized Word 

- Character Position (l < x < 12) 

1 2 3 li 5 6 7 8 9 10 11 12 

- Analyzed Word 

= 1 : word 2k of 30 word item, 

or word 06 of texthadic item. 

■ 2 : word 27 of 30 word item? 

or word 07 of texthadic item. 

- Texthadic Word (0 < x < 9) 

- Grammatical Word (as kept in experi- 

mental program), (1 < x < 30 

List of Abbreviations 

TABLE F-3 
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A. Essence 

B. Predicted by; 

1. 

2. 
List of ell function types that 

predict the essence. 

C. Modified by: 

1. 

2. 

List of al] function types that 

modify the essence. 

D. Grammatical Information required: 

1. 

2. 
Description of each word of grammatical 

information required by the tester routine 

in the order in which it must appear. 

E. • Fulfilled by: 

1. 

2. 
List of function types recognized and 

the intersection test made with each. 

F. Marks: 

xxxxxx Characteristic marking in TW9. 

Format of Essence Table 

TABIE F-li(a) 
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A. Function Type 

B. Characterized by: 

identifying symbols, 

— 
1. 

2. 

• 
* 

List of 

C. Accepted 

1. 

by: 

2. 

• 

List of names 

this function 

of various essences 

type. 

which accept 

D. Called in by; 

1. 

2. 
List of names of various function types 

which call in this function type. 

E. Predicts: 

1, 

2o 

List of all essences predicted by the routine in 

the order of their consideration^ and/or list of 
all essences whose predictions are to be modi- 
fied, with complete instructions for each modi- 
fication. 

Format of Function Type Table 

TABLE F-l;(b) 
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ESSENCES PREDICTED 
BY 

MODIFIED 
BY 

ORAHMATICAL INFORMATION 
REQUIRED 

Subjeot-E 1« Initial (both active 
and inactive) 

2. Conuna (inactive) 

1. Verb Prod. Head 
2. Adj. Pred. Head 

1. PerBon in CP1 of QW1 (V,Z,T.A) 
2. Number in CP2 of OWL (S,P,A) 
3. Gender in OH. of QW2 (M,F,N,A) 
ü. If CP3 of aW2 > 0, then Pred, 

Head haa been found 

Compound 
Subjeot-E 

It Adj.-Noun Subj, 
2. Pronoun Subj. 
3. Verb Subj. 

]. Activated by In- 
finite Conj. 

1. Person in CHL of OWL (V,Z,T,A) 
2. .'umber in CP2 of OKI (S,P,A) 
3. Gender in CHL of QW2 (M,F,N,A) 
Ü. If CP2 of GW2 > 0, must be 

verb with F in CF9 oflWl 
5. If CP3 of QW? > 0, then Pred. 

Head has been found 

Predicate 
1     Head 

1. Initial (both active 
and inactive) 

2, Comma (inactive) 

1. Adj.-Noun Subj. 
2. Pronoun Subj. 
3. Verb Subj. 
lu Left Obj.-T 

1. Person in CRL of GW1 (V^T.A) 
2. Number in CP2 of CM (8,P,A) 
3. Gender in CP1 of GW2 (H,N,F, 

H,B,A)                                                1 
ti. If CP2 of GW2 > 0, an obj. 

has been found 
5. If CP3 of GW2 > 0, a subj.          | 

has been found 

Compound 
1     Pred. Head 

1. Verb Pred. Head 
2. Adj. Pred. Head 

1. Activated by 
Infinite Conj. 

1. Person in CHL of GW1 {VtZtT,A)  1 
2. Number in CP2 of OWL (S,P,A)      | 
3. Gender in CHL of GW2 (H,N,F,       ! 

H,B,A)                                             | 

Left            | 
1     Object-E 

1, Initial (active and 
inactive) 

2, Comma (inactive) 

1. Wiped by Verb 
Pred. Head 

2. Wiped by Adj. 
Pred. Head 

none                                                        \ 

Compoimd    j 
Left Ob- 
ject-E 

1. Left Obj.-T 1. Activated by 
Infinite Conj. 

1. Case word in appropriate              | 
position with zero fill 

Object-E     j 1. Verb 
2. Participle                    | 

nothing                       ' 1. Case and number word in 
appropriate positions with 
zero fillj see HAVI notation. 

Compound     \ 
Object-E 

1. Obj.-T                           | 1. Activated by 
Infinite Conj. 

1, Case word in appropriate              ! 
position with zero fill               j 

Essence Subroutines Used in the Experimental PredlctrvB 
Syntactic Analysis Program 

TABLE F-5(a) 
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Fuun.T.m BY 
1 

HAWS 

1. Noun 
2. Adj.             Satiafylng gnmnaticol information 
3. Pronoun        and N in CP1 or CH of AW1 
I4. Numeral 
5. Verb with F in CF9 of AWl satisfying 

grammatical Information 

1, ÄASÜBJCW 

1. Noun 
2. Adj.             Satisfying grammatical information 
3. Pronoun        and N in CRL or CP7 of AVCL 
li. Numeral 
5, Verb with F in CP9 of AWl with CP2 of GW2 > 0 

1. ACSUBJCTA 

1. Verb fulfilling grammatical Information, with 
D in CP9 of AWl 

2. Adj. Pred. Head, fulfilling grammatical 
information 

1. AAVAPREDA 
2. AAAAPREDA 

1. Verb fulfilling grammatical information with 
D in CP9 of AWl 

2. Adj. Pred. Head, fulfilling grammatical 
infomation 

1. ACVAPREDA 
2. ACAAPREDA 

1. Noun 
2. Pronoun       With I in CP5.or CRL1 of AWl or 
3. Adj.            A in CP3 or CP9 of AWl, in that order 
h> Numeral 

1. AALAOBJM 

1. Noun 
2. Pronoun       with appropriate case in AWl 
3. Adj. 
h' Numeral 

1. ACUOBJAA- 

1. Noun 
2. Adj.             with appropriate case in AWl 
3. Pronoun       using NAVI notation 
li. Numeral 

1. AAOBJECTA 

1. Noun 
2. Adj.            with appropriate case in AWl 
3. Pronoun 
ii. Numeial 

1. ACOBJECTA 

Table F-5(a)  (continued.) 
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ESSENCES PREDICTED 
i                  BY 

MODIFIED 
;            BY 

i     GRAMMATICAL INFORMATION 
REQUIRED 

Master/ 
(essence) 

1. Adj. nothing 1. Unambiguous case and number         j 
|      with zero fill, using NAVI           I 
i      notation                                         j 

2. Unambiguous gender with aero 
fill, using NAVI notation            1 
(M,F,N,A,B,U,H)                               i 

| 3. Mark of Essence which pre-           | 
i       dieted the Master 

Verb 
Master-E 

1. Verb 
2. Participle 

nothing none                                                       1 

Compound 
|     Verb 
i     Master-E 

1. Verb Master-T 1, Activated by 
InTinite Conj. 

none 

i   Noun Comp- 
lement-E 

1, Noun nothing none                                                       \ 

Compound 
i     Noun Corap- 
!     lement-E 

1. Noun Compl.-T 1. Activated by 
Infinite Conj. 

none 

\   Preposition 
1     Comple- 
|     ment-E 

1, Prep'n nothing 1. Unambiguous case and number 
with zero fill in NAVI 
notation, i.e., if there is 
more than one case and number 
possibility, each one is con- 
sidered as a separate pre-            1 
diction.    Order of predictions:    ! 
same as order of listing in S0W3« 

Compound      | 
!    Preposition 

Comple-       | 
i   sent-E 

1. Prep'n Compl.-T 1, Activated by      i 
Infinite Conj,,   | 

1. Case of prep'n compl. in both       1 
singular ..ad plural positions       ! 

Phraser       1 
i 
i. Comma 
2c Initial                         ! 

nothing none 

Table F-£(a)  (continued) 



F-13 

FULFILLED BT 

1. Adj. 
2, Noun 
3» Pronoun 
lu Numeral 

MARKS 

With intersection in case, number, and 
gender in AW. and AW2 using NAVT notation 

1. Verb with F in CP? of AW1 

1. Verb Tri.th F in CP9 of AW1 

1. Adj. 
2. Noun 
3. Pronoun 
h» Numeral 

Kith G in CP2 or CPÖ of AWL 

1. Adj. 
2. Noun 
3« Pronoun 
he  Humeral 

With 0 in CP2 or CP6 of A¥l 

1. Adj. 
2. Noun 
3. Pronoun 
Ij. Numeral 

With intersection in case in AWL 
using NAVI notation 

1. Noun 
2. Adj. 
3. Pronoun 
li. Numeral 

With intersection in case in AWL 
using NA7I notation 

1« Participle 
2. ^erb with 0 in OP? of 

1. nmXHM, where x-x is the 
marking of the essonce of the 
word predicting the Master 

1. AAVAMASTA 

1. ACVAHASTfi 

1. AANöCCMPü 

1. ACNACÖMPA 

1. AAWCOMPA 

1. ACRACCMPA 

1. AAFRASERA 

Table F-5(a) (cont5.med) 
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«;S3EN0S3 rSSBICTED 
3Y 

MODIFIED 
BY 

QRAMMATICili HJFORMATICN 
REOOIRSJ) 

Relative 
Uonjuno- 
tl0!V-E 

Relative 

J.. Coflima 
2. Ini.tia.1 

1* Comma 
2. Initial 

nothing nono 

nothing none 

Infinity 

End Wipo 

1. Initial (inactive) 
2. Comma (inactive) 
3. Participle 
lii Qenmct 
Si Pronoun Subj, 
6. Adj.-Noun Subj, 
7. Veit Subj. 
8. Obj.-T 
9. Left Obj.-T 
10, Noun Gompl, 
11, Prep'n Compl.-T 
12a Ccmma (t>Jice) 
13. Initial (fcmr times) 

nothing none 

1. Gerund 
2. Participle 
3. Comma (inactive) 
U, Initial 
5, Pronoun Subj. 
6: Adj.-Noun Subj. 
7. Verb Subj. 
8. Obj.-T 
9. Left Obj.-T 

10. Noun Compl.-T 
11. Prep'n Compl.-T 
12. Conuna (twice) 
13. Initial (PSI-03) 

(three times) 

1. Activated by 
Relative Pro- 
noun-E 
Activated by 
Relative 
Conj.-T 

none 

End of 
Sentenoe-E 

1. Initial nothing none 

Arbitrary 
Choice 

1. Initial nothing none 

Table P-5»(a) (continued) 
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FULFILLED HI 

1. Relative Conj,-T 

MARKS 

1. AfiRACONJA 

1. Every Relative Pronoun fulfills this eaoence, whether 
or not there has been previous success.   Upon fulfill- 
ment, the routine activates all predictions in the 
prediction pool with 50 < PSI < 98, It does not call 
to the success control mitineT and continues as if 
there had bean no success 

1, Prep'n 
2, Adverb 
3, Dollar Sign 
1»» Comma 
$, Infinite Conj, 

1. Does not mari: 

1, INFAPREPAAAÄ 
2, INFAADVBAAAA 
3, INFAl&gAAAA 
h. INFACOMMAAAA 
5. INPACS^JNCTA 

1, "No success1» 
Wipes everything preceding in prediction pool in- 
cluding itself and continues down prediction pool. 
Writes all wiped PSI - 01 predictions on Hindsight 
tape 

Does not marie 

1, End of Sentence-T 

1. Adj, 
2. Noun 
3. Pronoun 
k* Verb 
5. Numeral 
6. Others not accepted by Infinity or Regular 

Essences, which do not make predictions 

1. ENDAOFASENT. 
2. SEMICOLONAA 

if 
if 

in CRL of 0¥ 
in CPL of C 

1. AMEBTRAA 

lote: laersas© CMH 

Table F-?(a) (continued) 
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FUNCTION 
TYPE 

Initial 

CHARACTBRKED 
, m 

nothing 

ACCEPTED 
BY 

nothin? 

CALLED 
IN BY 

1, Proßran Initializer 
2, End of Sentence-T 

Noun 

Pronoun 

1. N in CEL of OW 
2. N in CP2 of OW, if 

P in GH of OW 

1. P in Cn of OW 

1, Master/(essence) 
2, Prep'n Compl, 

Noun Compl, 3. 
k. 
5. 
6. 
7. 

1, Pronoun 
2. Numeral 

Subj.-E 
-i! Left ObJ. 

Obj.-E 
Comp'd Subj.-E 

8. Comp'd Obj.-E 
9. Comp'd Noun Compl,-E 

10, Comp'd Left Obj.-E 
11, Comp'd Prep'n Compl,-E 
12, Arbitrary Choice 

1, Prep'n Compl,-E 
2, Noun Compl,-E 
3, Subj.-E 
h. Obj.-E 
5, Left Obj,-E 
6, Comp'd Subj.~E 
7, Comp'd Obj.-E 
8, Comp'd Noun Compl.-E 
9, Comp'd Left Obj.-E 

10. Comp'd Prep'n Compl.-E 
11, Arbitrary Choice 

nothing 

Function Type Subroutines Used in the Experimental PredictiTO 
Syntactic Analysis Program 

TABLE F-?(b) 
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PREDICTS OTHER CONDITIONS 

1 j Ftoraoer 
2, Inflnity 
3. End WLpa P81 ■ 03 
I4* Relate ConJ, 
5. Infinity 
6. End Wipe PSI - Ü3 
7. Relative Pronoun-E 
8. Subj.-E (inüctive) 
9. Left Obj.-E (inactive) 

ID, Pred. Head (inactive") 
XI, Infinity (inactive) 
12. End Wipe P3I - 03 
13, Subj.-E 
llj. Left ObJ.-E 
15. Pred« Head 
16, Infinity 
17. End Wipe 
18, End of Sentance-E 
19. Infinity 
20, Arbitrary Choice 

1.   S.itn chain number to GO 

1.    Noun Compl. 

nothing 

If not master, and: 
1, if subj, or comp'd subj., go to (a) Adj.- 

Noun Subj. or (b) Pronoun Subj, 
2, if obj, or comp'd obj., go to Obj.-T 
3, if left obj. or comp'd left obj., go to 

Left Obj.-T 
li, if noun compl. or comp'd noun compl,, go 

to Noun Compl.-T 
5, if prop'n compl, or comp'd prep'n compl., 

go to Prep'n Compl,-T 

1, If N in CP2 of OW, go to Noun 
2, If A in CP2 of OW, go to Adj, 

TABLE F-Sf(b) (continued) 
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FUNCTION 
ras 

CHARACTERIZED 
BY 

ACCEPTED 
Bf 

CALLED 
IN BY 

Adjective 1. A in CHL of OK, also 
CP9 of OW < 1 

2. A in CP2 of OW, if P 
in CFl  of OW 

1. MastarAoaaonce) 
2. Prop'n Compl, 
3. Noun Compl,, 
h. Subj.-E 
5. Obj.-E 
6. Left Obj.-E 
7. Corap'd Siibj.-E 
8. Comp'd Obj.-E 
9. Comp'd Noun Compl.-I 

10, Corap'd Left Obj.-B 
11, Comp'd Prep'n Compl. 
12, Arbitrary Choice 

1, Pronoun 

Numeral In D in CHI of OW 1. Maat,or/(essence) 
2. Prep'n Compl.-E 
3. Noun Compl.-E 
Ij. Subj.-E 
5. Obj.-E 
6. Left Obj.-E 
7. Comp'd Subj.-E 
8. Comp'd Obj.-E 
9. Comp'd Noun Compl.-E 

10. Comp'd Left Obj.-E 
11. Comp'd Prep'n Compl,-E 
12. Arbitrary Choice 

nothing 

Verb 1. V in CRL of OW 1. Pred. Head 
2. Subj.-E 
3. Verb Master-E 
li. Phraser 
5. Corap'd Subj.-E 
6. Comp'd Pred. Head 
7. Comp'd Verb Haster-E 
8. Arbitrary Choice 

nothing 

Adverb 1. H in CPl of OW 
2. A in CHI of OWand 

2 or 3 in CP9 of OW 
3. A in CF1 of OWand 

1 in CP6 of OW 

1.   Infinity nothing 

Preposi- 
tion 

1. Hin CPl of OW 1.    Infinity 1,    P^8^ 
(fcae ObW^CondltloiRa) 

TABLE F-5(b) (contmued) 
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PHEDICTS OTHER CIONDITIONS 

1«   Maater/Csssenoe) If not master, and: 
!• if stibj, or comp'd subj,, go to Adj,- 

Uovn Subj. 
2, if obj, or comp'd obj,, go to Obj.-T 
3. if left obj. or comp'd left obj,, go 

to Left Obj.-T 
k* if noun ooropl. or comp'd noun oorapl., 

go to Noun ConpL,-T 
5» if prep'n ooiipi. or cmp'd prap'n 

oompl,, go to Prep'n Compl.-T 

1. 

2. 

If A in CP2 of OWJ 
(a) MastorAeseence) with PSm)0 vith 

case and number determined by 
position (using NAVI Notation) 
in TW8, of any gender 

If N in CP2 of OWi 
(a) nothing 

1. If A in CP2 of Otf, and not master: 
(a) it subj« or oomp'd subj«, go to 

Adj.-Noun Subj, 
(b) if obj. or comp'd obj. go to 

Obj.-T 
(c) if left obj. or comp'd left obj,, 

go to Left Obj.-T 
(d) if noun corapl. or comp'd noun compl,, 

go to.Noun Costpl.-T 
(e) if prep'n corapl. or comp'd prep'n 

oompl., go to Prep'n Compl.-T 
2. If N in CP2 of OVt 

(a) go to Noun 

1. Verb Master-E 
2. Obj.-E 

(a) if R in CP10 of AWL, then only 
Instrumental 

(b) if no government prediction in 
OW then only Accusative 

(c) if Pred. Head, and left obj. has 
been found; do not predict Obj,-E 

1. If aubj, or comp'd subj., go to Verb 
Subj. 

2. If pred. head or comp'd pred. head, go 
to Verb Pred. Head 
If G in CF9 of AWL, go to Gerund 

1». If verb master or comp'd verb master, 
go to Verb Master-T 

nothing 1. Inhibits wiping of Prediction Pool 

1.    Prep'n Compl. 1, Galls back to itself fer iiiaking-eore 
than one unique prediction of prep'n 
compl. 

TABLE F-f)Cb) (continued) 
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WW ' 

FUNOTION 
TYP2 

CHAnAOTERIZED ACCEPTED 
BY 

CAU-ED 
IN BT 

Participle 1. A in CP1 of CW 
and > 0 In CP10 
of CW and not 
> 0 in CFÖ and 
CW of « 

1. Phraflw nothing 

Gerund lr Q in CP? of AW. and 
V in CP1 of OW 

nothing 1. Verb 

Infinite 
Conjmictlon 

1. %« and *Km* 1. Infinity nothing 

Relative 
Con- 
junction-T 

1. C in OH. of OW} if 
«M« or ^UM" check 
prediction pool for 
unfulfilled Subj., 
Pred» Head, or Obj. 
If none, accept,otheJr- 
wiae reject. 

1. Relative ConJ.-E nothing 

Comma 1. , in CH of OW 1. Infinity nothing 

Adjective- 
Noun Sub- 
ject 

1. i-iSUBJCTA in W 
and neither V in 
CHI of OW nor PN 
in CKL and 2 of 
CW 

nothing 1« Noun 
2. Adj. 

TABLE P-?(b) (continued) 
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» 

. PHKDICTS OTHER CONDITIONS 

1, Verb Maotar none 
2. Obj.-E (government in 0P1 and 2 of SOVßj 

it no P-oode, aocueatlve Obj, predicted] 
3. Infinity 
k. End Wipe 

1, Inllrtity none 
2. End Wipe 

nothing 1. After normal wiping of prediction 
pool, activate all pradiotiona for 
which PSI - 99. 

1, Activatea all inaotlvo predlctiona none 
(50 < (PSI) < 98) 

1, Phraser 1. Before making pradiotiona, wipe all 
2. Infinity predictions in pool with 50 < PSI < 
3. End Wipe PSI - 03 98. 
h» Relative Conj. 
$, Infinity 
6. End Wipe PSI - 03 
7. Relative Pronoun-E 
8. SubJ.-E (inactive) 
9. Left Obj.-E (inactive) 

10, Pred. Head (inactive) 
11. Infinity active (03) 
12. End Wipe active (03) 

1. Modifies Pred. Head (if it has not none 
been fulfilled) to 3rd person, and 
to number and gender of selected 
function and puts > 0 in CP3 of 0W2. 
If comp'd subj., modify to 3rd per- 
son plural any gender.   See "Prado 
Head« for fomat information. 

2. Comp'd Subj.-E with any person, 
msnber, and gender. 

3. Infinity 
kt End Wipe 

.      

TABDE F-^(b) (contimed) 
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1  

FUNCTION 
KFE 

CHARACTERIZED 
•     BT- —— 

ACCEPTED 
BY—-   

CALLED 

Pronoun 
Subject 

1. i-iSUBJCTfi in TW9 and PN 
in CPL and 2 of OW 

nothing It Noun 

- 

Voit 
Subject 

1. i-lSUDJCTA in TW9 and V 
in ORl of OW 

nothing 1. Verb 

Verb 
Predicate 
Head 

1. i-iVAPREDA in TW? nothing 1. Verb 

Adjective 
Predicate 
Head 

1, A in CP1 of OW and 1 or 
2 in CP9 of OW 

1 

1.   Prfid.  Head nothing 

Left 
Objsct-T 

1. i-iLAOBJM in TW9 nothing 
! 

1. Noun 
2. Adj. 

Object-T 1. i-iOBJECTA in TW9 nothing 1. Noun 
2c.Adj. 

TiBLE F~5(b)  (continued) 
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~ 

PHJDICTS OTHER CONDITIONS 

1. Hodifieo Pred. Head (if it has not none 
been fulfilled) as to person, number, 
and gender of pronoun and puts > 0 
in CP3 of aW2. If comp'd subj., 
modify to 3rd person plural. See 
"Fred. Head" for format information. 

2, Comp'd Subj.-E with any person, 
number, and gender. 

3. Infinity 
h> End Wipe 

1. Modifies Fred. Head (if it has not non« 
been fuffilled) to 3rd person. 
neuter, singular, and puts > 0 in 
CP3 of GW2. See "Pred. Head" for 
format infomation 

2, Comp'd SubJ.-E with infinitive 
3. Infinity 
k. End Wipe 

1. Modifies Subj.-E (if it has not none 
been fulfilled) as to person. 
number, gender and puts > 0 in 
CP3 of GW2. See "SubJ.-E" for i. 

format iaforaation 
2. Erases Loft Obj.-E, if it has 

not been fulfilled 
3. Comp'd Pred. Head with person. 

number, and gender same as Verb 
Pred. Head 

1. Comp'd Pred. Head - with person, none 
number, and gender same as Adj. 
Pred, Head 

2. Erases Left Obj. if it has not 
been fulfilled 

3. Put > 0 in CP3 of GW2 of Subj.-E 
if not fulfilled 

1, Puts > 0 in CP2 of CfW2 of none 
Pred. Head 

2. Comp'd Left Obj.-E with same 
case as Left Obj.-T 

3. Infinity ... 
It. End Wipe 

1, Comp'd Obj.-E with" same ca^f-jSj?.. M,    , none 
Obj.»T ' 

2. Infinity 
3. End Wipe 

TABLE F-5(b)  (continued) 
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FUNCTION 
Tim 

CHARACTERIZED 
BY 

ACCEPl'Eü 
BY 

QAU.ED 
IN BY 

Noun Comple- 
nent-T 

1. i-iNACOMPA in TH9 nothing 
* 

1. Adj. 
2. Noun 

Prepoaition 
Conplement-T 

1. i-iRACOMPA in W nothing 1. Adj. 
2. Noun 

Verb Haster-T 1. i-i^äMASTA in TH9         ',!"■;•.• :;B0.tMng 1, Verb 

| t 1. I in CP1 of Ruaeian 
word 

1, Infinity nothing 

End of 
Sentence-T 

1. . in 0W1, CHL 
2. i in 0W1, CF1 

1, End of 
Sentenos-E 

nothing 

TABLE P-^(b) (continued) 
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' 

PREDICTS OTHER CONDITIONS 

.   1. Comp'd Noun Compl.-E 
2. Trflnity 
3. End Wipe 

none 

1. Comp'd Prop. Compl.-E with flamo oaaa 
2. Infinity 
3. Old Hip« 

none 

1« Conp'd Verb M8Btej»-E none 

nothing It Inhlbltu wiping of prediction pool. 

nothing 1. Wipes prediction pool completely. 
Put apace blockette on Output 

2. Ooea to Initial 

TABIB F-^(b)  (oontimed) 
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